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1 Abstract

This thesis aims to offer a new kind of approach
to solve the statistical flaws in research by help-
ing people to efficiently extract information from
research publications. The statistical flaws is a
problem which afflicts many research fields by
creating wrong discoveries. This issue has also
an impact on daily life since the discoveries car-
ried out from scientific publications are used ev-
eryday in different occasions, e.g., in the medical
field. The solution proposed to reduce this prob-
lem is to create a new crowdsourcing platform,
CrowdSA, which outsources the complex work of
the reviewers to the crowd. This system is able
to extract from any kind of publications several
statistical methods and validate them. The ex-
traction as well as the validation are performed
by distributing different questions to the crowd
and collecting their answers.

2 Related work

The available literature offers a wide overview
over the existing crowdsourcing systems and the
problem of statistical flaws in research. A brief
introduction about the crowdsourcing topic is
given, as well as an analysis of the statistical

flaws problem which is discussed in many scien-
tific publications. In a second section, a research
was performed on the existing crowdsourcing
platforms in order to identify similar systems.

2.1 Crowdsourcing

Crowdsourcing is a technique which allows peo-
ple to solve complex problems in a relative small
amount of time with very low costs. Outsource
or dislocate the activities are well known tech-
niques which are widely used today in the eco-
nomical field to exponentially increase the out-
put with only a linear increase of the costs. The
main idea behind crowdsourcing is based on the
assumption that different people working on a
task create equals or even better and more com-
plete results than a single worker solving the
same problem on its own. This phenomenon is
also called the wisdom of the crowds [1].

One of the particularities of crowdsourcing
systems is how to organize the crowd. Several
studies tried to identify an efficient structure
to manage workers who are not bound to each
other, e.g., as in a company structure. One of the
solutions proposed is to differentiate the workers
based on the results they achieve. This will give
more responsibility to some workers than to oth-
ers [2]. The qualification system, based on the
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achieved results, is used in several crowdsourc-
ing platforms, e.g., Wikipedia or MTurk. The
fundamental reason to differentiate between the
crowd workers in this way is that if one con-
tributes to solve a problem with engagement
and delivers good solutions, then this fact can
be used as a guarantee for the future tasks [3].
Others important questions widely discussed in
the crowdsourcing field are: how to bind the
workers to a marketplace which offers the tasks?
What are the incentives which best stimulates
the workers to give truly and complete answers?

Binding people to web based platforms is a
problem that is faced every day in the world wide
web. The most common solutions to this issue
are: aggressive marketing techniques, the use of
monetary incentives as well as create network ef-
fects [4]. Nowadays the diffusion of technology
makes the network effect one of the strongest
forces to bind people to a web platform. The in-
centives for a worker, on the other hand, can
be summarized in two main categories, phys-
ical, e.g., monetary rewards, or psychological,
e.g., comparing the work done with the results
of other workers or being aware of contributing
to an important cause [5].

The opportunities as well as the needs satisfied
by the crowdsourcing systems are many: from
finding solutions to complex problems, to gath-
ering more information about specific topics[6].
The externalization of the tasks to the crowd
gives the users the possibility to quickly reach
a high number of participants paying only few
cents per answer. An example of such a system
is MTurk1: this platform allows to create differ-
ent tasks which are available to crowd workers.
All of them, or in some cases only the workers
who meet specific requirements, are able to give

1http://www.mturk.com/

a solution through the platform and earn some
money.

2.2 Statistical flaws in research

An important problem in research papers is the
correct usage of statistical means as well as the
method used to collect the data for an exper-
iment. In order to ensure the correctness of
these publications, there are several reviewers
who constantly proof research papers and find
basic statistical errors. The misinterpretation
of the results, or the errors in using statisti-
cal means over wrongly collected datasets, has
a strong impact on the discoveries described in
the publications. This kind of mistakes may have
different influences on daily life, e.g., a research
may consider a medicament, after several experi-
ments, adequate to treat a certain disease. If the
results of the experiments are misinterpreted, it
would be possible that the medicament does not
have the desired effect on the patient.

Several researchers analysed this problem and
reported a high number of errors in the usage of
statistics. One of these researches [7] analysed
139 articles from the Korean Journal of Pain2

published between 2004 and 2008 and found out
that only 20.9% of the articles were free from
statistical errors. The most common error iden-
tified by this research was ‘no statistics used even
though statistical methods were required ’ (40.6%)
[7]. This kind of researches proves that it is nec-
essary to assess the statistics before publishing a
scientific research.

The statistical flaws is present in almost ev-
ery research field [8]: several attempts have been
made in order to solve it, some with positive re-
sults, but a final solution has not been defined

2http://koreamed.org/
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yet. An interesting point of view regarding this
problem is described in [9]. This research anal-
ysed 51 publications from 2005 to 2009 contain-
ing 66 empirical studies. The results identified
a common pattern in using self-developed ques-
tionnaires without providing items or statistical
validations [9]. This kind of errors are very com-
mon [9] and may also introduce, in the worst
case, important miscalculations in the statistics.

An attempt to solve this issue, e.g., in the bio-
logical research field, was conducted by Nature -
a prominent interdisciplinary scientific journal -
which discussed the problem in different articles
and adopted some policies to solve the problem
[8]. One of them consists in insisting that papers
containing figures with error bars have to con-
tain some information that describes what the
error bars actually represent. Introducing these
policies did not stop the problem [8].

Nowadays it is still possible to find in this and
in other similar journals different researches con-
taining exactly the same problems which were
supposed to be solved [8]. Another solution pro-
posed by David L. Vaux, a professor of cell biol-
ogy from the Melbourne University, is to follow
the lead of the Journal of Cell Biology and make
a final check of all figures in the accepted pa-
pers before the publication, as well as to refuse
to publish papers that contain fundamental er-
rors, and readily publish corrections of already
published papers [8]. In order to achieve this,
experts in the statistical field should review the
papers before their publication and inform the
researchers about the errors contained in their
documents [8].

We believe that the complex task of review-
ing scientific researches can be supported by a
crowdsourcing platform. This system should re-
duce the complexity of the work by dividing the
main problem into multiple subproblems which

can be quickly and easily solved also by non-
expert of the field.

2.3 Similar Systems

The main goal of this thesis is to implement a
crowdsourcing platform that helps the reviewing
process of scientific researches. This process, as
described before, is a highly complex task which
can only be executed by workers who have at
least some basic knowledge about statistics.

Nowadays it is possible to easily find many
different crowdsourcing platforms in internet
which support any user in solving complex
tasks. Currently, the most known crowdsourc-
ing based platforms are: Wikipedia3, Linux4,
Yahoo! Answers5 and Mechanical Turk based
systems [6]. In this last category there are sev-
eral different systems such as Amazon Mechan-
ical Turk (MTurk), CrowdFlower, FlashTeams
or CrowdWeaver [6]. The goals of these crowd-
sourcing systems are different from each other.
Wikipedia’s goal, e.g., is to constantly increase
the quality and the quantity of the knowledge
stored in the system whereas Mechanical Turk
based systems are used to distribute complex
tasks in order to solve them in a short amount
of time and with relative small costs. The qual-
ity of the output produced, which should be as
higher as possible, is what all these systems have
in common.

It seems that today there is no similar sys-
tem such as the Crowd Statistical Assessment
(CrowdSA) platform. This particular crowd-
sourcing platform binds each question to a spe-
cific paper, stored in the server as a PDF file.
This peculiarity differentiates CrowdSA from all

3http://www.wikipedia.com/
4http://www.linuxfoundation.org/
5http://answers.yahoo.com/
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the other existing crowdsourcing systems.

There are different peer-reviewer platforms in
internet which allow to discuss a research as well
as to distribute the paper to the crowd and wait-
ing for a final feedback. The difference between
these reviewing systems is that CrowdSA is a
transparent crowdsourcing platform supporting
the reviewers work with integrated online tools.

3 Analysis of research publica-
tions

Before starting to build a solution to solve the
problem of assessing the statistical means in sci-
entific publications, a research was performed to
gain further information about what really needs
to be extracted from the papers and how this in-
formation can be used to validate a publication.
Several papers from the CHI conference6 and the
BMC medical conference7 were analysed in order
to identify a common pattern in the usage of sta-
tistical means.

3.1 What needs to be extracted?

There are three main elements which need to be
extracted to verify whether the statistical meth-
ods are correctly used over a specific research:
datasets, statistical methods and the relation be-
tween the previous two elements.

A dataset is composed by all the relevant in-
formation about the population participating in
a specific test, e.g: range of ages, size of popu-
lation and nationality. The analysis of this cen-
tral element also showed a multitude of different
ways to define it. Some of them are described in

6http://chi2015.acm.org/
7http://www.biomedcentral.com/

the same document, other are identified in exter-
nal papers and some are only accessible through
an URL. It is also possible that a paper contains
multiple datasets or just refers to a collection
which is not presented in details to the reader.

On the other hand, to verify if a particu-
lar statistical method is used in a paper, a
database containing different definitions of sta-
tistical methods is used. Each element in this
database also includes a list of assumptions
which need to be validated in order to correctly
use the method. An assumption is, for instance,
Normality or Linearity and can be inquired with
several tests. The Normality can be tested us-
ing, e.g., the D’Agostino K-Squared test or the
Shapiro-Wilk test.

If the statistical methods can be identified at
runtime by a simple text match function, this
is not true for the identification of the datasets
and the relations. These two elements are too
complex and differ, in their structure and def-
inition, from paper to paper. For this reason
human work is needed to successfully complete
the extraction task.

4 Experiment setup

An experiment was executed in order to better
estimate the budget and time needed by the plat-
form to complete the evaluation of five different
BMC publications. The results of this experi-
ment were compared, in a second phase, to the
official review written by experts of the sector.

First a brief introduction to a library called
PPLib [10], developed by the University of
Zürich8 (under review), is given. This library
was integrated into the CrowdSA application to
simulate the different patterns and collect the

8http://www.uzh.ch/
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necessary information to measure the efficiency
of each process. After which a list of hypotheses
to increase the productivity of the crowd work-
ers and to ensure the high quality of the output
are presented.

The last section concerns the general work-
flow of the CrowdSA application, from finding
the statistical methods in the paper to the ex-
traction of the datasets and relations as well as
the final evaluation of the publication.

4.1 PPLib

PPLib (pronounced ”People Lib”) is a library
written in Scala that allows to apply several
recombinations of processes to existing crowd-
sourcing systems and evaluate which of these re-
combinations is the most efficient in terms of
budget, time and output quality [10]. PPLib
has already been used successfully to translate
texts from German to English and to shorten
long texts as described in [10]. This library is
comparable to Turkit [11] where the developer
create a process which asks questions to crowd
workers and acts upon their answers. One par-
ticularity of PPLib is that it is built to be an in-
dependent Human Computation Platform [10].
Therefore PPLib can be used as an intermedi-
ary to communicate with several crowdsourcing
platforms like CrowdFlower9, MTurk10 or as in
this example, CrowdSA.

4.1.1 Recombinations

As mentioned, PPLib recombines different pro-
cesses and evaluates the best alternative. The
PPLib Process Repository (PPR) was extended
to match the general workflow of the CrowdSA

9http://www.crowdflower.com/
10http://www.mturk.com/

platform. The PPR is organized in a taxonomic
structure and allows to store and execute the
processes applying different patterns [10]. As
described in [10], the structure of the PPR is
inspired by the Process Handbook [12] and the
collective intelligence genome [13].

It is important to notice that the PPR con-
tains the top-level genomes suggested in the
WHAT dimension of their ontology: CREATE
and DECIDE [10]. All the processes developed
for CrowdSA are based on these two genomes
too. CREATE is used to collect information
from crowd workers, whereas DECIDE is used
to select one or more collected information [10],
e.g., through a voting process.

The recombinations are variation of the pro-
cesses defined in the PPR. The processes can
have variations, for example, in the number of
crowd workers who are allowed to work on a sin-
gle process or in the confidentiality interval a
process has to use. All these variations are au-
tomatically generated by the PPLib Recombina-
tor generator. The processes that can be used in
CrowdSA are described in the next sections.

4.2 Collect-Decide

Collect-Decide is a two step pattern. As the
name suggests the collect phase brings together
the information that is analysed in the second
step where a decision has to be carried out. This
pattern is divided in a CREATE and a DECIDE
process. The collect phase is supported by two
different processes: Collection with sigma prun-
ing, or the more generic variant called Collection.
The first process collects the information and au-
tomatically prunes the data, e.g., by text length
or distinct values, whereas the second process
collects the information without any particular
restriction. These two processes can be executed
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with different variations, e.g., by setting for each
instance a different number of required crowd
workers. For the decision phase a normal Con-
test process is used.

The other available processes for this step are
Beat-By-K [14] and the statistical reduction vot-
ing process. The Beat-By-K voting process cre-
ates voting questions until one answer reaches K
more votes than all the others alternatives. On
the other hand a statistical reduction voting pro-
cess creates single voting questions until a con-
figurable confidence parameter is reached.

4.3 Iterative Refinement

This particular pattern is, as the Collect-Decide
pattern, based on a CREATE and a DECIDE
process. The information collected in the first
step is used in the next question where the
worker is asked to refine it. This refinement pro-
cess can last for several rounds until it converges
to an answer which is supposed to represent the
truth. If the refined information differs from
the previous one, a voting question is created
to choose which information to refine next. This
process converges when the information does not
change.

4.4 Hypotheses

Several hypotheses have been postulated to in-
crease the efficiency of the platform.

H1: Freedom of choice for the crowd work-
ers

Since the particularity of CrowdSA is that all
the questions are related to a scientific research
displayed as a PDF file, one of the central hy-
pothesis is that the crowd workers perform bet-
ter if they can choose the research topic to anal-

yse without any particular restriction. This is
due to the personal interests of the workers who
may vary from one to the other. Working on an
interesting topic should automatically increase
the time a person wants to work on it and the
will to respond truthfully. Likewise, it is also im-
portant for a crowd worker to be able to choose
among a list of available questions, since answer-
ing mandatory questions decreases the perfor-
mance of the single worker. For this reason the
CrowdSA platform offers five different layouts to
the users. These layouts differ in the way crowd
workers get the questions: on one side a random
selection is performed whereas on the other side
the user can freely choose them. In this last case
the questions can be filtered by reward, type or
research topic.

H2: Ranking system increases the produc-
tivity of the worker and the quality of the
answers

Another important hypothesis postulated was
the increase of the productivity as well as the
quality by displaying the users their ranking po-
sition. This phenomenon, which is described in
several researches about the gamification topic,
seems to stimulate the workers to do a better
job. Being aware of the personal position into
the whole system creates a challenge between the
users that can be won only by delivering better
solutions and answering more questions.

H3: Tools which support the crowd work-
ers will increase the overall performance

Supplying the right tools to work with,will in-
crease the productivity which also affects the
overall performance of the workers. For this
reason an embedded PDF viewer was integrated
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in the CrowdSA application and a highlighting
function was developed to support the work pro-
cess. Highlighting the relevant terms and being
able to jump between the searched terms is a fun-
damental functionality which needs to be present
to reduce the complexity of the work.

4.5 General Workflow

CrowdSA is a platform divided in a client and
in a server application. These two applications
interact together as shown in figure 1. When a

Figure 1: Overview of the CrowdSA applica-
tion. The client creates the questions that are
answered by the crowd workers.

user wants crowd workers to validate a scientific
publication, the client application will create all
the questions in an automatic way and delivers
a feedback with a final evaluation of the paper.
The research to be evaluated goes through dif-
ferent processes.

First of all, it is analysed in order to find
the matches with the statistical methods defined
in the database. In a second step, the discov-

ery phase, an extraction process is started for
each identified statistical method. Since each
statistical method is assumed to be related to
a dataset, this step asks the crowd workers to
identify it. The third step consists of ensuring
that all the assumptions related to a specific sta-
tistical method are respected. This last step is
entirely composed by binary questions.

At the end, in a fourth step, a final feedback of
the scientific research is generated by analysing
the collected information from the previous pro-
cesses.

4.5.1 Automatic match of statistical
methods

The easily extendible database contains 27 dif-
ferent statistical methods which can be matched
to any paper. At first the matching process
loads the research as a PDF file into memory
and extracts all the text contained in it, then
searches for each statistical method defined in
the database if a match occurs.

Since PDF is a standard developed by Adobe
Systems11 in 1993, using libraries that are not
developed by this company to extract elements
from the pages is quite a complex task which
may create distortions in images, tables or text
structure.

A library called PDFBox12 was used to extract
the text. This library is not officially supported
by Adobe Systems and introduces some minor
distortions but also allows to manage PDF files
by extracting text, images, tables and adding ele-
ments such as geometric figures and annotations
to the pages without losing the standard format
defined by Adobe Systems. After the matches

11http://www.adobe.com/
12http://pdfbox.apache.org/
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Figure 2: Viewer page with question, embedded PDF reader and highlighted match

are identified in the text, for each of these ele-
ments a discovery process is started.

An attempt to automatically extract statisti-
cal methods was performed in [15]. It seems to
be possible to extract most of the terms using
only simple grammatical patterns with the sup-
port of NLP and machine learning techniques.
The main goal of the above-mentioned research
was to identify the statistical methods used es-
pecially in the biomedical field, in order to be
able to build glossaries, ontologies and special-
ist lexicons [15]. The results collected in their
experiment showed, for a rule-base approach, a
prevedibile high recall (100%) and a precision of
85.40% [15]. The machine learning approach had
a recall of 75% and a precision of 81.9% showing
that there are still some possibilities of improve-
ment in this field [15].

4.5.2 Discovery step

The discovery step (figure 3) is a central ele-
ment of the platform. In this step the client
application creates the questions for the crowd
workers with the goal to successfully identify the
dataset related to a specific statistical method
in the paper. An example of such a question
is: ”Please identify the dataset of the statisti-
cal method: ANOVA highlighted in the paper”
where the ANOVA method is highlighted and
the worker has to identify to which variables and
attribute it is related.

These questions, which are generated by a
CREATE process in the client, are sent to the
server application. Once a crowd worker ac-
cept to answer a particular question of this step,
the viewer page is loaded (Figure 2). In the

8



Figure 3: Discovery step

viewer page, on the left side, the questions and
the instructions are displayed defining what ex-
actly the crowd worker has to do to successfully
solve the task. On the right side, an embedded -
JavaScript based - PDF viewer is loaded, show-
ing the document with the relative highlights re-
lated to the question.

The PDFjs library13 allowed to integrate a
PDF viewer to this page. The functionalities of-
fered by this library are several and support the
work of the crowd workers.

Once all the answers to the discovery ques-
tions are collected by the client application, a
DECIDE process starts. The latter, e.g., in
a Collect-Decide phase with Beat-By-K voting
process, analyses the answers of different crowd
workers and compares them. If the answers are
different from each other a voting question is cre-
ated with the purpose to decide which alterna-
tive is the most accurate. At the end of the dis-
covery step, a dataset is identified and created in
the server application. Future questions will re-
fer to this dataset in order to help the reviewers
to validate the assumptions.

13http://mozilla.github.io/pdf.js/

Figure 4: Assumption step

4.5.3 Assumptions step

The assumptions step (figure 4) is executed af-
ter a dataset has been created on the server
and repeated every time a new dataset is iden-
tified. The goal of this step is to verify whether
all the assumptions hold for a specific statistical
method.

For instance, the ANOVA method needs the
assumptions of Normality, Homogeneity of vari-
ances, Constant Variance as well as the Inde-
pendence of the dataset to be respected. If one
of these assumptions is not respected then the
ANOVA method cannot be used and some er-
rors may occur in the results.

In a first phase all the needed assumptions
for a statistical method are loaded from the
database. For each of these assumptions there
are several tests which can be used to compute
if it holds or not. The Normality, for example,
can be tested with the D’Agostino K-Squared
method or the Shapiro-Wilk test. These can be
used to validate the assumptions. For this rea-
son a list of possible tests is also defined in the
database.

Each of these tests contains a list of possible
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matches that may help to identify their pres-
ence in the research. Because of this, a research
through the whole publication needs to be per-
formed in this step too.

In other words: first a list of tests, which can
validate an assumption, are loaded into memory,
then the presence of this tests is searched into
the publication and if a match occurs, a ques-
tion such as “Is the dataset highlighted in the
paper tested for Normality using the D’Agostino
K-Squared test?” is generated. On the other
hand, if no match occurs, then a general question
is created, for example “Is the dataset highlighted
in the paper tested for Normality?”.

After this CREATE process, where the system
collects the information about the used assump-
tions, a DECIDE process is started only if the
workers gave different answers. This step de-
pends on the process that has to be executed
in the current variant., e.g., a normal Contest
process or a Beat-By-K voting process. At the
end of the assumptions step, for each needed as-
sumption there is a converged answer which is
supposed to represent the truth. This answer
will be used in the next step to evaluate the re-
search publication.

4.5.4 Evaluation step

The last step of the client application is to give a
final evaluation based on the converged answers
collected during the two previous steps.

PPLib allows to evaluate the different recom-
binations executed by storing the time needed
to complete them, the cost of the processes and
the final feedback created by the client applica-
tion. For each dataset identified and statistical
method, the converged answers are analysed.

If the answers related to an assumption are all
negative, the dataset is evaluated as invalid. On

the other hand, if at least one converged answer
for a specific assumption shows that the dataset
is correctly tested for it, the dataset is evaluated
as valid.

5 Collected Data

A pilot experiment was run over two days with a
total of 13 crowd workers to evaluate CrowdSA’s
output. This pilot test was based on five differ-
ent papers from BMC Medicine14 - “a medical
journal, publishing original research, commen-
taries and reviews that are either of significant
interest to all areas of medicine and clinical prac-
tice, or provide key translational or clinical ad-
vances in a specific field” - and used only the
Collect-Decide process above described.

The estimation of time and number of work-
ers necessary to run the experiment was too op-
timistic: the information collected during two
days of test were not enough to complete all the
five different processes. Since the estimation of
the crowd worker’s number as well as the num-
ber of hours needed to answer the questions of a
single paper was not correct, only one out of five
papers was solved in time.

The difficulty of foreseeing these variables for
each paper was mainly caused by the high vari-
ation of the statistical methods matched in the
different papers. Two out of five papers in the
experiment had between three and six questions
available for the first phase. The other three pa-
pers generated between 20 to 35 questions. This
fact had important consequences on the time
needed to answer all the questions.

The experiment was repeated with other six
crowd workers and only one paper, which was

14http://www.biomedcentral.com/bmcmed/
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chosen by the number of questions generated. It
was successfully completed in about one hour.

In order to ensure that the crowd workers were
not able to answer the voting questions contain-
ing part of their previous answers, a qualification
system was also introduced. This kind of system
limits the availability of any type of questions to
a restricted portion of the crowd workers sub-
scribed to the platform. It also increases the
number of crowd workers needed but guarantees
a correct voting process.

At the end of the experiments, the two com-
pleted papers were compared to the official re-
views produced by experts. This allowed to esti-
mate the correctness of the results. The analysis
performed by the expert reviewers showed a high
quantity of details which were not produced by
CrowdSA, mainly because of the poor quantity
of available questions in the database. The first
paper, “Outcomes of polytrauma patients with
Diabetes Mellitus” [16], was evaluated by six dif-
ferent crowd workers. For this particular paper,
only three statistical methods were identified in
the corpus. One of these methods was correctly
considered to be a false positive match, since it
was part of the list of the abbreviations used,
whereas the other two methods, the ANOVA and
Chi-Square test, were correctly identified and re-
lated to the same dataset.

All the assumptions needed by the Chi-Square
method were validated by the crowd workers,
suggesting that the dataset is correctly tested for
each of them. On the other hand, the ANOVA
method did not pass all the tests. The crowd
workers identified that the dataset used to cal-
culate the ANOVA method was not tested for
Normality. Since Normality is an assumption
which needs to hold in order to be able to use
the ANOVA method, the platform evaluated the
dataset as invalid for this statistical method.

The official report of the reviewer Daniel De-
nis, pointed out different observations which
were not clear enough in the statistics of the
publication, e.g., ‘the authors should emphasize
effect size and magnitudes instead of focusing too
much on statistical significance’ or ‘the p-values
are not consistently reported. In some places p
= 0.005 and in other p <.001 ’ . None of these
points were identified by CrowdSA. The differ-
ence between the result of the platform and the
one of the expert reviewer may be attributed
to the Collect-Decide process, which collects,
for the moment, only coarse information instead
of asking questions regarding details that only
workers with a strong statistic background would
be able to answer correctly.

The second paper, “Additional Saturday reha-
bilitation improves functional independence and
quality of life and reduces length of stay: a ran-
domized controlled trial” [17], was analysed by
13 different crowd workers. Only two ANCOVA
methods were identified on the paper. This al-
lowed to keep a low number of questions. The
paper was also solved faster compared to the oth-
ers, indicating a preference for the crowd workers
to answer to papers with a small amount of ques-
tions available. The crowd workers identified
the same dataset for the two recognized meth-
ods present in the publication. The result recon-
structed from the data collected by the platform
revealed the need of rewriting the statistics of
the paper for the two matched methods.

The outcome showed that all the assumptions
except one, the Linearity, were not correctly
tested. If this evaluation is compared to the of-
ficial review provided by Dale Needham, a dif-
ferent result is presented. The expert reviewer
pointed out that the paper did not need to be
seen by a statistician since there was no partic-
ular problems with the statistics of the publica-
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tion.

The difference in the final evaluation may sug-
gest that the approach used by CrowdSA to vali-
date a statistical method is not correct. Collect-
ing a higher number of details about the proper-
ties of the datasets and the statistical methods
may be the right solution to better validate a
dataset. Despite this fact, in the official review,
there are listed several points which need further
clarifications by the writer of the research, e.g.,
it is mentioned that ‘It appears that the primary
outcome was changed from the published proto-
col based on the sample size calculation described
in the manuscript, i.e. the sample size calcula-
tion described in the protocol was based on length
of stay whereas the calculation described in the
manuscript also took into account functional in-
dependence as a primary outcome’ or ‘the au-
thors state the goal enrollment was 968 patients,
but according to Figure 1, 996 patients were ran-
domized ’. All these minor problems seem not to
have an impact on the statistics of the paper.
In order to assess these small details, the intro-
duction of the possibility to let the crowd work-
ers analyse the statistical methods as well as the
datasets with their own words and discuss them
in a dedicated forum may create better results
than the actual one.

5.1 Workers behaviour

Each of the recruited workers successfully cre-
ated an account on the platform and was able
to answer the available questions. The workers
were distributed over different time zones and
were paid 7 USD per hour of work. All of them
actively participated to the experiment and in
three different cases they asked for further clar-
ifications via email or Skype.

The main problems reported were: the in-

compatibility of the web browser with the plat-
form, even if was explicitly requested to only
use Chrome, a problem related to the support
of different time zones which was fixed success-
fully in time for the experiment and, in two dif-
ferent cases, the workers complained about the
difficulty to use the platform since the instruc-
tions were not clear enough. After providing
a real example, both crowd workers understood
the structure of the questions and were able to
continue their work.

5.2 Feedbacks from crowd workers

The interest of the crowd workers to participate
in the experiment was high. Two different crowd
workers complained in their feedbacks about the
difficulty in solving the assigned task. The dis-
covery phase seems not to be clear and easy
enough to be solved with a minimum effort and,
in some cases, the description of how to solve the
task created some confusion.

Some crowd workers also reported a problem
related to the highlighted terms. It was not
clear enough why a particular element was high-
lighted and which role it had for a specific ques-
tion. Another feedback from a crowd worker
pointed out the need to extend the functional-
ity to choose which lines contains the data for a
specific method since there was some problems
of highlighting mathematical expressions, e.g., p
<.05.

All the feedbacks were submitted via email
or communicated via Skype and were related to
the discovery step. The instructions related to
the questions of the assessment step were clear
enough and nobody asked for further informa-
tion.
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6 Discussion

The results prove that CrowdSA is able to ex-
tract the statistical methods and verify the pres-
ence of the assumptions needed by asking few
questions. This application can be used to sup-
port the work of the reviewers but cannot re-
place the entire work of an expert reviewer yet.
Since the results only summarize the correct us-
age of some predefined statistical methods, for
more complex papers it is necessary to extend
the number of statistical methods present in the
database as well as integrate a comment func-
tionality to let the worker explain more precisely
what exactly is tested, e.g., by asking a motiva-
tion for the answer given. For this purpose, the
usage of a forum to discuss different answers can
be a valid solution to increase the correctness of
the answers and create a social network effect
between the workers and the platform.

Another important point is how to present
the questions to a worker. Since the discovery
step has been considered too complex by several
crowd workers, it is essential to rework the ap-
proach used to extract the dataset for each iden-
tified statistical method as well as to refine the
questions asked to the crowd workers. It is also
of primary importance to improve the way the
instructions are presented for each question type
and provide actual examples explaining again
how to solve a question efficiently using the tools
provided by the platform.

7 Conclusion

Nowadays, there are several crowdsourcing
platforms which supports workers in solv-
ing repetitive and complex tasks. Many of
these platforms, e.g., MTurk, CrowdFlower or

FlashTeams, allow to create various tasks. On
the other hand there are few platforms which are
explicitly developed to support specific prede-
fined processes like CrowdSA does. This special-
ized platform is still not ready to be used by non-
statistically educated crowd workers and needs
some improvements in the processes as well as
in the instructions in order to increase its effi-
ciency. The results of the experiment showed a
lack of details which could have had an influence
on the final evaluation computed by CrowdSA.

The lack of details could be attributed to the
diversity of methods present in the database.
Since the database contained only 27 different
statistical methods, it can be a problem to cor-
rectly evaluate a publication. For this reasons
the database needs to be extended and the ques-
tions contained in it simplified, so that they can
be easily understood by workers who do not have
any particular background in statistics.

The future steps to increase the efficiency and
correctness of the platform could be summarized
as follows: first of all, it is necessary to simplify
the two steps process of the platform in order to
reduce the complexity of the questions. There
is also the need to model the possibility to col-
lect more details about the statistical methods
as well as datasets. The details requires to be
deeply analysed to correctly evaluate if a dataset
is tested or not for a certain assumption. Intro-
ducing a sort of forum or chat in order to discuss
further details may improve the quality of the fi-
nal evaluation since the crowd workers will be
able to exchange and justify their own opinions.

Another important improvement could be the
integration of NLP and machine learning tech-
niques, as described in [15], which could gener-
ate better matches in the first phase and increase
the validity of the final paper’s evaluation.

All these facts suggest that CrowdSA is not
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ready to be used by crowd workers who do not
have any particular statistical knowledge and
needs further refinement in the questions asked
as well as the given instructions.
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