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Abstract

Cloud computing is an ongoing trend in Internet computing. In cloud computing, resources, such
as CPU processing time, disk space, or networking capabilities, are rented and released as a ser-
vice. Today, the most important model for delivering on the cloud promise is the Infrastructure-
as-a-Service (IaaS) model. In IaaS, virtual computing resources (most importantly virtual ma-
chines) are acquired and released on demand, either via a Web interface or programmatically via
an Application Programming Interface (API).

As IaaS is receiving a significant hype in industry, a large number of commercial vendors have
started to appear, providing IaaS services (e.g., Amazon’s EC2 - AWS, Google’s Compute Engine
- GCE, Microsoft’s Azure, or Rackspace’s Public Cloud Hosting). Functionally, these services are
largely equivalent, however, the non-functional properties (performance, reliability, costs, etc.)
vary significantly. In order to support software engineers in selecting the best cloud service for
their applications, many researchers have started initiatives to evaluate the performance of these
services.

This work performs a deep comparison and analysis of two major IaaS service providers -
AWS and GCE. A number of benchmarks had been run on different virtual machine (instance)
types of both providers, analysis performed, and according to the benchmarks’ results and costs of
running a virtual machine, recommendations were given, which machines from which provider
suit certain task better.





Zusammenfassung

Cloud Computing ist ein fortlaufender Trend im Internet Computing. Die Cloud Computing-
Ressourcen wie die CPU-Verarbeitungszeit, Arbeitsspeicher oder Netzwerkfähigkeiten, werden
vermietet und als Dienst freigegeben.

Das Infrastructure-as-a-Service (IaaS) Paradigma ist heute das wichtigste Modell für die Um-
setzung des Cloud-Versprechens. Im IaaS werden virtuelle IT-Ressourcen (vor allem virtuelle
Maschinen) erfasst und bei Bedarf freigesetzt. Die Freisetzung geschieht entweder über eine Web-
Schnittstelle oder über die programmgesteuerte Application Programming Interface (API).

IaaS geniesst grosses Ansehen in der Industrie. Viele Anbieter wie Amazon EC2 (AWS),
Googles Compute Engine (GCE), Microsofts Azure oder Rackspace Public Cloud-Hosting bieten
IaaS Dienste an. Funktionell entsprechen sich diese Dienste weitgehend, jedoch variieren sie er-
heblich mit nicht-funktionalen Eigenschaften (Leistung, Zuverlässigkeit, Kosten, etc.).

Um Software-Ingenieure in der Auswahl des besten Cloud-Services für ihre Anwendungen zu
unterstützen, haben Forscher Initiativen gestartet, um die Leistungserbringung von IaaS zu bew-
erten und zu verbessern. Diese Arbeit setzt sich mit dem Vergleich sowie der Analyse von zwei
grossen IaaS-Dienstleister, AWS und GCE, auseinander. Eine Reihe von Benchmarks hat auf ver-
schiedenen virtuellen Maschinen die Arten von beiden Anbietern aufgeführt und anschliessend
Untersuchungen durchgeführt. Aufgrund der ermittelten Ergebnisse sowie der eruierten Kosten
wurden Empfehlungen abgegeben, welche virtuelle Maschinen aufgrund der ermittelten Fak-
toren besser zum jeweiligen Anbieter passen.
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Chapter 1

Introduction

Many, if not all, businesses today use different web applications in their activities. It can be an
online store, a blog, file hosting or sharing service, or just a website. In order to allow large
number of customers to use them concurrently, these applications have to be reliable and able
to serve all users without any significant delays or outages. At the planning stage it is difficult
to determine how large the audience will be, and business owners need to find a compromise
between the server performance and a price.

In standard businesses, where all IT infrastructure is located on site, changing the size of com-
puting powers and storage capacity is a time consuming and expensive activity, which requires
a number of specialists to be involved. If this process lasts too long, it leads to customer dissat-
isfaction. There is also a risk of money overspending if the wrong hardware specifications had
been chosen. Moreover, the costs of maintaining, servicing and updating this infrastructure is a
full responsibility of the business owner.

Another drawback of the traditional way of hosting IT infrastructure on site is low scalability
and slow adoption time to new emerging requirements. Once the new idea or a project had been
confirmed by management, it takes relatively long time to buy and configure new servers.

The invention of cloud services completely changed the way how companies can keep and
manage their IT resources. Modern cloud service providers offer computing services, storage,
platforms that help to build and run applications in cloud. Clouds provide a possibility of quick
provisioning of IT resources without significant financial investments and long configuration
time. Most cloud services today use "pay-as-you-go" billing system, when customers only pay
for resources that they used. If no resources are in use at the moment, users are not charged.

This fact is one of the key differences between cloud services and traditional computing cen-
ters. If you want to have your own computing center, you first have to spend money on hardware,
then you need to configure all infrastructure, and pay for maintenance and electricity. Moreover,
you need to have knowledge of how to build such an infrastructure. If you use cloud services, you
can gain access to virtual computing, storage, database or any other rented resources from a per-
sonal computer within minutes. Customers only need to specify what type of service they need
and select desired performance based on the data provided on the website. No special knowledge
is required.

Leading cloud service providers have infrastructure located on all continents, and cloud users
around the world can benefit from that and rent services with similar performance at any location.
Such geographical distribution provides powerful resources at low cost [76], [80].

Cloud services are especially beneficial for small companies, especially startups, or individu-
als, who wish to start projects and implement their ideas quickly and without significant invest-
ment, and be able to change the hardware at any time. Such users don’t have a possibility to
run servers on site, because they might not have enough space or money to pay for expensive
hardware, or they just don’t want to. This makes new ideas feasible and easy to implement.
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But most cloud services, at least at the current level of development, have certain limitations
that have to be considered before choosing a cloud service provider. A virtual machine, even
though it appears to be as a physical system, is heavily dependent on the physical hardware that
it got assigned to, and the virtualizer, that takes care of the process of assigning virtual machines
to hardware components, located in the computing center [54]. The virtualization process causes
virtual machines to have variable performance data even between machines of the same type,
created at the same time, and it also leads to virtual machines having different performance after
restart, or just at a different time of a day. These limitations of cloud services are among the
reasons why clouds are not yet widely deployed at companies, and why most businesses rely on
the infrastructure that they have on site [58], [83].

1.1 Motivation
The number of IaaS provides is growing every year, and today we have more than ten global ven-
dors, which offer virtual instances or virtual machines for private and business use. Compared to
the number of providers five years ago, now the choice of vendors and cloud services they offer
is significantly larger. Such competition drives the prices down, forces providers to improve their
services and to introduce additional features.

On the other hand, due to such variety the process of choosing the right cloud provider and
services has become more complicated. Customers have to consider many factors when making
this choice, including performance, reliability, stability, price and many others. Each of these
factors is important and sometimes they are mutually exclusive [12], [59]. Often customers can
get similar instance configurations from different providers, but the price will differ significantly,
and the question arises whether the actual performance of the cheaper offering is the same as
offered by another provider.

Findings of this research could support scientists, researchers and developers, who need to use
cloud services to accomplish their goals. The experiments, performed in this work will provide
customers of infrastructure-as-a-service (IaaS) cloud providers with the data that will help them
to make decision about which providers is more suitable for particular task, and which provider
offers better virtual machines for a cheaper price and performance of which virtual machines is
generally higher.

This work compares performance of virtual machines of two providers from multiple per-
spectives, and the results and analysis can assist in deciding which offering suits particular task
better.

1.2 Goal
The main task of this Thesis is to perform analysis and compare performance of different virtual
machines of the most common types of two major IaaS providers - Amazon EC2 and Google
GCE, since they are often referred to as leading IaaS providers [13]. A set of benchmarks has
been carefully selected for the purpose of analyzing virtual machines from different perspectives:
memory and processor performance, network bandwidth and latency. After the experimental
data has been collected, the analysis will be performed to figure out, why a certain component has
better performance at one cloud provider than at another. Amazon and Google deploy different
hardware in their computing centers, and they use different virtualization techniques, and this
definitely has its affect on the performance that virtual machines have.

The goal is also to provide recommendations on which particular type of virtual machine,
offered by Amazon EC2 or Google GCE (one of the "general purpose" types, that include Small,
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Medium, Large and Xlarge) is more suitable for certain tasks - most common tasks for which
virtual machines can be used today. Also, price analysis in relation to the actual performance of
similar offerings from Amazon and Google was made to give an overview of the price difference
between these two cloud providers for similar types of VMs.

1.3 Research Questions
Based on the goals of this thesis, there are two research questions as follows. The first ques-
tion relates to the correspondence between the characteristics of virtual instances specified on the
provider’s website and their real performance, estimated by the set of specialized benchmark-
ing tools. Due to possible difference in hardware deployed in different data centers of a cloud
provider, performance data of similar virtual machines can vary. Also, the performance of a vir-
tual machine heavily depends on the virtualization process and on other virtual machines, that
are assigned to the same physical hardware components in a data center. These and other factors
affect the actual performance of VMs leased by customers, and the first research question of this
work addresses this issue and asks whether there is a difference between the actual performance
of virtual machines and the specifications, presented on the provider’s website.

RQ1:
Does the real performance of virtual machines match the characteristics specified by the service provider?

The process of virtualization never runs in exactly the same way in different computing cen-
ters. Also, different service providers can use different virtualization techniques. Based on the
virtualization algorithm, hardware components configuration and current utilisation level, virtu-
alizer will choose different hardware to create a virtual machine on. And the second question asks
whether instances with similar characteristics from Amazon EC2 and Google GCE can perform
in the same task with similar results.

RQ2:
Do similar virtual machines in Amazon and Google have similar performance?

1.4 Structure of Thesis
The thesis has the following structure. In the chapter Background, some general information
about Amazon EC2 and Google GCE providers is presented as well as the set of services and
products they offer. In Related Work section, research that has been done before in the area of
cloud service benchmarking and virtual machine performance analysis is described. Results of
previous studies are relevant to this work, since some of the findings are used in this thesis.

Then, in chapter 4 - Study Setup, there is an overview and configuration details of the bench-
marks and tools used in this work. Also, problems which the author confronted and had to
overcome during the installation and configuration process are mentioned in this chapter. The
benchmarking data and experimental results together with some explanation and discussion are
outlined in chapter 5 - Results and Data Analysis.

Finally, in Discussion the most interesting findings and results are discussed and also there
are some recommendations for researches and developers about which instance type from which
service provider would be more suitable for certain tasks, taking into account performance data
and VM rental prices.





Chapter 2

Background

2.1 Cloud Service Models

Most cloud providers offer different types of services. Customers can choose any product de-
pending on their needs. It can be either a ready-to-use service, a platform for development and
customization of services, or a virtual machine, which can be used for any purposes. These prod-
ucts are divided by groups according to following classification: Software as a Service (SaaS),
Platform as a Service (PaaS) and Infrastructure as a Service (IaaS).

Figure 2.1: Cloud service models

The following figure demonstrates the dependencies between different cloud service models.
SaaS is built upon PaaS, and PaaS is built upon IaaS. Also, main actors that deal with correspond-
ing cloud service models are displayed.

Each cloud service model is described in more detail in following sections.
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Figure 2.2: Dependencies between cloud service models

Software as a Service (SaaS)

The most popular service model today is Software as a Service (SaaS), when provider offers a
finished product, which can be used by customers without the need to develop or configure any-
thing. Only some customization can be performed by users. Most people are familiar with this
cloud service model and use it on a daily basis. Examples of SaaS are email clients like Gmail1

or Yahoo2, Customer relationship management software (CRM), Microsoft Office online3, and
others.

Users can use these applications without having to take care of installation, because service
providers perform installation, configuration and updates, making sure that these services always
work as intended.

In SaaS model users don’t have administrative access to the underlying infrastructure. The
application already has a default configuration, and users can perform some customization if
desired. This allows a large number of customers to use that service, because they don’t have to
obtain any specific knowledge to be able to use it. As a rule, for large applications, a number of
servers run the same application for scalability, redundancy and load balancing between different
regions.

Many businesses use services based on a SaaS model. For example, email client, Microsoft
Office online, CRM, etc. Such services allow simplifying the configuration part of the work that
has to be done at a company, saving time and money. A drawback of SaaS is that all customer
data is stored on a server side, which could be a potential security risk. Also, monthly or annual
chargers apply to most of these services.

Platform as a Service (PaaS)

The PaaS model is oriented on more advanced users, because it provides a platform and a set
of tools for developing a broad range of applications. All infrastructure is provided, and users
don’t need to manage it while developing an app. PaaS can be provided in two different ways:
as a public cloud service, where a customer can manage software deployment and configuration
settings, and provider takes care of network communications, servers and storage; or as software,

1http://www.gmail.com
2http://www.yahoo.com
3http://office.live.com
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that is installed in data centers on site and managed by a customer [14]. Administrative access to
servers and databases in case of public cloud is restricted.

Customers need to have high level programming skills to develop applications in a PaaS ser-
vice model. The scaling and load balancing can be done automatically.

One of the features of PaaS is that the underlying resources are managed automatically to
match the user’s app demands, so users don’t have to worry about possible lack of CPU speed or
RAM. Examples of such services are Microsoft Azure4 and Google App Engine5.

The disadvantage of PaaS is that applications, developed on a certain platform, cannot be
easily moved to another platform [15]. For example if an app was built on Google Apps, it will
be running only on this platform.

Infrastructure as a Service (IaaS)

This cloud model is oriented on advanced users, server designers and developers. These cat-
egories of users can rent virtual machines with almost any specifications, install any operating
system on them, and use these VMs for any purpose. Storage and network services are also
available for rent.

On providers’ side hypervisors are used to support and scale a large number of virtual ma-
chines running on physical hardware in data centers. Other resources, which are often used in
combination with virtual machines, are operating system image library, block storage, file storage,
firewalls, load balancers, IP addresses, virtual local area networks (VLANs), etc.

Customers are usually billed on a per-usage basis, depending on how long they run virtual
machines for.

The disadvantage of IaaS model is that it is not always possible to predict the exact perfor-
mance of a particular virtual machine, which will be assigned to a user [3]. The characteristics of
a VM depend on virtualizer and physical hardware, where this virtual machine will be located,
and on another cloud users, who can also get a virtual machine located on the same physical
hardware [8].

The IaaS services are evaluated in this work. A number of virtual machines with different
performance from Amazon EC2 and Google GCE had been created, evaluated and documented
to answer the research questions of the thesis.

2.2 IaaS Services
There are many IaaS service providers on the market today. The most popular ones are Amazon
Elastic Compute Cloud (EC2)6, Google Compute Engine (GCE)7, Rackspace Open Cloud8, Win-
dows Azure, IBM SmartCloud9. Different types of IaaS services and the parties that have control
over respectful types are presented on the figure below.

4http://azure.microsoft.com
5http://appengine.google.com
6http://aws.amazon.com/ec2/
7http://cloud.google.com/compute/
8http://www.rackspace.com/cloud
9http://www.ibm.com/cloud-computing/us/en/private-cloud.html
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Figure 2.3: Types of IaaS services

Within this thesis a series of experiments had been conducted with virtual machines of two
major cloud providers - Amazon EC2 and Google Compute Engine. This section provides a brief
overview of these service providers.

2.2.1 Amazon EC2
Overview

Amazon Elastic Compute Cloud (Amazon EC2) cloud service provides virtual machines (called
virtual instances) of different sizes (types), designed for different purposes. Customers can rent a
virtual machine for any time, and they pay on the per-usage basis.

Rented virtual machines can be accesses via SSH or HTTPS protocols [18]. Amazon EC2 allows
its customers to quickly start new virtual machines, discard the machines that they don’t need
anymore, create images of their virtual machines to recreate them or change the type without
spending much time on configuration.

When starting a new virtual machine, Amzon EC2 users can choose out of many operating
systems and machine templates available in the Amazon’s database. There are templates with
specialized configurations and software already installed and configured, for example LAMP
image, that includes Apache, MySQL and PHP installed and configured for Linux OS.

All rented virtual machines come with dedicated disk space. By default, each machine gets
10 GB of disk space, but customers can choose alternative disk capacity options, which cost extra
money. Also, by default customers get a single disk for each instance. But it is possible to make
RAID structure, having two or more disks for redundancy.

Amazon classified its virtual instances by main parameters, and customers can find the vir-
tual machine that will suit their particular needs. Most customers will choose one of the "General
purpose" virtual instances, and more advanced users, developers and researches can start spe-
cialized instances, for example "High CPU", which has high performance multi-core processors
with relatively small amount of RAM, or "High RAM" or one of many other types.

Besides computational power, Amazon also provides advanced network infrastructure. All
Amazon EC2 virtual instance are located in one virtual private cloud (VPC), which is an isolated
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network, similar to LAN. Customers can configure different permissions to access their instances,
and they can also create access rules similar to access control lists (ACLs). Public IP address can
be assigned to instances, allowing them to be accessed from outside of the Amazon EC2 network.

History

Amazon first appeared on the market in 2006 with a limited number of virtual machine types
and resources for lease. In 2008 it had more than ten types of virtual instances, including few
"general purpose" and "high CPU" types, and enough resources to provide uninterrupted service
for all customers [16]. Also, in 2008 new zones were introduced with computing centers located
on different continents, possibility of assigning a static IP address and persistent storage [16].
At the same time Amazon announced its service-level agreement (SLA) and plans to build a
management console, where users can manage rented virtual instances in a web browser This
feature was implemented in 2009 [17].

Current offerings

Amazon offers different price schemes that can suite different groups of customers10:
On-Demand Instances. On-Demand Instances is the traditional method of payment, when

customers are charged on "pay-as-you-go" basis. This method doesn’t require any upfront time
and costs planning. This method suits the majority of users who doesn’t have experience using
Amazon EC2 products, and this method is used by default.

Reserved Instances. If customers know beforehand when, for how long and which instances
they need, they can make a reservation of certain resources. In this case the price is lower, but this
method requires thorough upfront planning. This option is suitable for scheduled processes, that
happen periodically over time. There are three reserved payment options: "No upfront", "Partial
upfront" and "All upfront", which differ by the sum of money that has to be paid in advance.

Spot Instances. Pretty often data center capacities are loaded much less than 100 per cent,
also sometimes users cancel their reservations for virtual machines. Customers can bid on unused
resources and get them for cheaper price if their bid wins. As a rule, the time when such capacities
are available, is not convenient for users (late at night), but if the budget of a project is strictly
limited, spot instances is a good choice.

In this work only On-Demand instances were used due to the fact that the goal was to study
the instances, which are used by the largest amount of customers, and to use the same payment
method. Since most customers use On-Demand payment method, the choice was obvious.

The following table displays prices (as of May 2015) for the most commonly used Amazon
EC2 instances - type standard, or "general purpose" virtual instances (all running either version
of Linux and located in region Western Europe). They are optimized by CPU processing speed
and the amount of RAM. These instance types were also utilized in this work for benchmarking
purposes.

10http://aws.amazon.com/ec2/pricing/
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Machine Type Virtual CPUs Memory, GB Price per hour (USD)
t2.small 1 1 0.014
m3.medium 2 3.75 0.077
m3.large 2 7.5 0.154
m3.xlarge 4 15 0.308
m3.2xlarge 8 30 0.616

Table 2.1: Amazon EC2 Pricing

2.2.2 Google Compute Engine
Overview

Google Compute Engine (GCE) is an IaaS cloud service similar to its competitor Amazon EC2.
Google GCE provides its customers computational capacities on the "pay-as-you-go" basis. Re-
sources are being leased in the form of virtual machines (instances). The main features of GCE
are similar to those of Amazon EC2 and include: virtual machines of different types that suit dif-
ferent user needs, static and public IP addresses, load balancing techniques, grouping machines
in clusters, etc. [20]

History

The first announcement of Google Compute Engine was in 2012 [19]. In 2013, GCE became avail-
able for general customers, and at that time it already had computing centers located on different
continents. The development of GCE was happening very fast, and in the same year of 2013
Google announced some new features like shared core virtual instances, enhanced network per-
formance, different billing methods. GCE attracted many customers in the first operational year
by offering high performance at low prices. In 2014 such features as support of Windows Server
OS, DNS services were added for virtual machines [22].

Current offerings

Google Compute Engine utilizes traditional billing approach, when customers are charged for the
amount of resources they used over the time period. There are though some pricing plans, similar
to Amazon EC2. The one interesting feature is that GCE charges extra money (around 30 per cent
of the hour rate) if a virtual machine was loaded less than 25 per cent over the last month. On the
contrary, the price gets lower if a VM was used the whole month without stops [23].

The table below represents current pricing (as of May 2015) for general purpose virtual ma-
chines in GCE (with Linux OS and located in region Western Europe). These types of VMs are
used most often, because their CPU and RAM are optimized for most common user tasks. In-
stances of these types were used also in this work.
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Machine Type Virtual CPUs Memory, GB Price per hour (USD)
n1-standard-1 1 3.75 0.042
n1-standard-2 2 7.5 0.084
n1-standard-4 4 15 0.168
n1-standard-8 8 30 0.336
n1-standard-16 16 60 0.672

Table 2.2: Google GCE Pricing

2.3 Cloud Benchmarking
When customers make decision about what cloud service to choose, they want to test the cloud
performance, or to see results of tests done before; they are often looking to compare performance
of different cloud providers. A simple price comparison may lead to choosing provider with poor
performance. What really matters is combination of the price and performance that would suit the
customer. Cloud services’ users wish to know how much it costs to run a specific application or
accomplish a certain task using infrastructure that is offered. Therefore a meaningful comparison
should consider both the price and the cloud performance to present some measure of cost per
computing unit [8], [76].

2.3.1 Goals of Cloud Benchmarking
Before performing any benchmarking it is important to decide which hardware component should
be benchmarked. This will determine the relative importance of different performance factors [8].
For example, if a customer needs a database server and this server is expected to be under heavy
load, then the disk I/O performance should be the key factor while considering different offers,
and the user will be interested in benchmarks that evaluate I/O performance of a virtual machine.

The goal of cloud benchmarking is to find the best cloud service that suits certain customer
needs. Most important performance factors, that are usually considered when choosing the ser-
vice provider are CPU processing speed, amount of RAM, I/O speed and network performance.
All these factors matter with a certain degree, unless some specific virtual machine is required, for
example "High CPU", and when choosing the best offering for the "general purpose" virtual in-
stance, the goal is to find a perfect combination of these parameters that will suit customer needs
[24].

Before starting a benchmarking process, a user of cloud services needs to define what s/he
will consider to be good performance of a cloud i.e. what aspects are key and have biggest impact
on the real performance of cloud based on user’s specific requirements. In case if a cloud user
needs good overall performance, then s/he should draw his attention to those benchmarks that
evaluate the performance of all hardware components and their interoperability. In case if s/he
needs a virtual instance for some specific needs, as mentioned earlier, then micro benchmarks that
test separate components should be used. Once these aspects are defined, then it’s time to start
looking at actual benchmarking process.

2.3.2 Factors to be Considered in Cloud Benchmarking
Cloud benchmarking process varies depending on what component of a system is being evalu-
ated [25], [64], [66], [75].



12 Chapter 2. Background

Computational Performance

One of the processes that almost often takes place in IaaS clouds is contention [26]. Contention
happens because almost none of leased virtual machines are used at loads close to 100 per cent all
the time. This is similar to flight overbooking by most airlines. The CPU allocation is controlled
by virtualizers, and sometimes virtualizers can reallocate resources between different virtual ma-
chines. For users this process happens insensibly, but it can be tracked by special tools [54], [56].

Contention is the reason why in some clouds the actual performance can change sometimes,
depending on the hardware which has been allocated for the virtual machine, and usually the
degree of contention is unpredictable [56].

Storage

In modern clouds storage often becomes a performance bottleneck [46], [47]. Virtualizers are capa-
ble of allocating CPU and RAM resources in such a way that overlapping or contention happens
relatively seldom, and cloud users often don’t realize that the CPU, that their virtual machine is
associated to, might be shared with some other processes. But storage is the factor that limits the
actual performance of a cloud service today. For high performance virtual instance, the disk can
become the component that will limit the overall performance of that virtual machine [25]. Solid
state drives (SSDs) can be a solution in a short perspective, because the technology used in CPU
and RAM production evolves faster than the data storage technology.

Storage component can be the reason of a system failure more often than CPU or RAM, and the
consequences of such a failure in most cases are more severe. But for critical tasks and systems,
disks are always mirrored using RAID technology.

Network

The network benchmarking is less complex than evaluation of CPU or RAM performance, and
there are many tools available that can evaluate different network performance values, such as
bandwidth, latency, jitter, delay, load time, etc. The two factors that play key role in cloud network
benchmarking are bandwidth and Latency [72], [73].

Latency is a time between the request and response packets. Latency is critical for the tasks
where real time communications are involved. But in case of virtual machines in cloud, latency
is not critical, it is just one of the factors, that characterises the network performance [28]. High
latency value means that two virtual machines are located physically far away from each other.
That is the reason why all pairs of virtual instances used in this work were located in a single LAN,
that belongs to one cloud service provider. Bandwidth is the amount of provided or consumed
information, measured in bits per second. Cloud users usually pay for the network services based
on the amount of bandwidth they used. Both latency and bandwidth are evaluated by download-
ing a sample file and measuring the download time and the delay between request and response
[28], [72].

2.3.3 Tools for Cloud Benchmarking
There is a number of tools for cloud performance benchmarking available today. Most of them
come from the area of server administration. There is no specialized tool set or a package which
was specifically designed for evaluating cloud services, and therefore all these tools have to be
adopted for the use in cloud infrastructure.
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Computational Performance

There is a large number of tools which can measure CPU and RAM performance of servers. Start-
ing from a Linux system monitoring tool "top", which displays system summary information
in real-time, to platforms that include multiple components aimed to simulate applications run-
ning on a system and measure the system’s performance while executing certain tasks [71], [91].
However the most popular and easy-to-use applications for performance benchmarking are small
tools, or micro benchmarks, that can easily be installed and run. Such tools simulate system pro-
cesses for load testing CPU, RAM or any other component separately.

All three types of benchmarking tools described above were used in this work. The integrated
platform RUBiS11 was used to simulate an online auction website similar to eBay12, to measure the
overall performance of the virtual machine. Similar to RUBiS, but already obsolete benchmark,
TPC-W13, could have been used for simulating a transaction-based website. This benchmark
simulates the functions of a web server and outputs a number of web interactions per second
(WIPS), that can be processed by a server. A number of more lightweight tools like Phoronix Test
Suite14 were used to benchmark both CPU and RAM using different micro benchmarks. These
and other tools used in this work are described in more detail in chapter Study Setup.

Storage

The Phoronix Test Suite used in this work can be also perform storage performance evaluation,
because it contains several micro benchmarks for that purpose. The factors that have to be taken
into account when benchmarking storage are [25]:

• Storage architecture (local, SAN);

• Redundancy implementation (RAID);

• Temporary or permanent storage.

Network

As mentioned before, the classical approach to estimate bandwidth and latency is to download a
sample file and to measure the download time and the time between request and response. There
are many tools that automate this process. It worth mentioning that when evaluating network
performance, all measurements have to be done few times because of the processes like ARP
request, MAC address caching and DNS lookup, that take place when the address is queried for
the first time.

The tools used in this work for network benchmarking are JMeter15 for measuring latency and
page load time, and IPerf16 for measuring bandwidth.

11http://rubis.ow2.org/
12http://www.eBay.com
13http://www.tpc.org/tpcw/
14http://www.phoronix-test-suite.com
15http://jmeter.apache.org
16http://iperf.fr





Chapter 3

Related Work

Cloud computing is a relatively new field of research and the first clouds in the form in which
we know them, came into existence in 2000s. Clouds became widespread in the end of 2000s,
when several providers started offering cloud products for lease to general customers. Since then
researches and developers started exploring the new product, comparing providers, evaluating
performance and writing research articles about their work. From the user’s perspective the IaaS
cloud is a virtual machine accessible via SSH, so the first cloud benchmarking was similar to
traditional physical server’s benchmarking, but later new methods for cloud performance were
introduced, which are described in this chapter.

3.1 Analyzing the Functionality of Cloud-Based Vir-
tual Machines

This section covers the related research that has been done in the field of investigation and anal-
ysis of IaaS clouds and their functionality. The majority of papers are dated back to the times
when pioneers of IaaS services had only entered the market, and people were curious about this
technology.

J. O’Loughlin and L. Gillam in the article "Towards Performance Prediction for Public Infras-
tructure Clouds: an EC2 Case Study" [10] raise the issue of difficult choice that people face when
they need to select the right virtual machine for their needs. This paper uses statistical methods
for performance prediction in IaaS clouds. The authors demonstrate the possibility of the chance
to get a virtual machine with a certain performance. Based on the results they got, the authors
suggested that the SLA and pricing should be adopted to reflect the performance differences.

S. Ostermann et al. in the article "A Performance Analysis of EC2 Cloud Computing Services
for Scientific Computing" [5] address the problems of virtualization at computing centers. They
study the ways how virtualization mechanisms can be implemented and their influence on the
actual performance of leased virtual machines. The authors draw their attention to Amazon EC2
services and run a series of micro benchmarks to test their performance. The main finding is that
the current level of performance predictability is low. They specify, that virtualiziers cause similar
VMs to have different performance. Based on their results, the authors concluded that at the time
of writing (2010) the IaaS clouds were not suitable for scientific computing.

J. Dejun et al. in "EC2 Performance Analysis for Resource Provisioning of Service-Oriented
Applications" [8] article again discover the problem of performance variations on similar in-
stances. The authors consider instances of type Small from Amazon EC2. They state that ma-
chines have stable performance, but it’s not possible to predict what performance the instance
will have. Based on the results they got, the authors suggest using virtual machines, that should
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have had the same performance, for different purposes, depending on their actual performance.
For example, if a VM has high I/O performance data, it can serve as a database server. This
paper was written in 2010, and now, five years later, the resource provisioning at Amazon has
significantly improved, and this fact has been confirmed by the results of this work.

P.Leitner and J. Cito in the article "Patterns in the Chaos-a Study of Performance Variation
and Predictability in Public IaaS Clouds" [1] present a large-scale literature review about the re-
search done in performance evaluation and predictability in IaaS cloud services. They stated
fifteen hypotheses, which were validated by the experiment. Based on their findings, the authors
concluded that Google GCE virtual machines are in general more predictable than Amazon EC2
VMs.

Craig Lee in his paper "A perspective on scientific cloud computing" [74] points out that the
cloud technology will soon replace the traditional way of scientific computing, and that clouds
will also become more popular among general customers, who use cloud-based virtual machines
for their private needs.

3.2 Benchmarking of IaaS Cloud Services
The second section in this chapter addresses the research that has been done in the area of IaaS
cloud benchmarking. The main research activities in this field start after 2010, when several cloud
providers have entered the market, and the general quality level had significantly improved
since previous decade. Most experiments, described in these articles presented in this section,
are closely related to experiments conducted in this work.

Much work has been done since 2010 on investigating the cloud services performance, bench-
marking of virtual machines and analyzing their performance. There are many scientific papers
[60], [64], [66], [67], [71], [75], [77], [86], [90], [92] and [93], which perform benchmarking of cloud-
based virtual machines using different set of benchmarks, including those used in this work. The
article [49] uses statistical methods for performance evaluation. As papers have been written at
different times, the results of experiments, presented by the authors are also different. Moreover,
these authors have been conducting their experiments with cloud services in different locations on
the Earth, and therefore the results of similar services differ. This set of articles gives on overview
of the general procedure of cloud benchmarking, presenting different approaches that the authors
used in their experiments.

A. Lenk et al. in the paper "What What are you paying for? performance benchmarking
for infrastructure-as-a-service offerings" [3] raised the issue that the performance specified on
providers’ websites doesn’t reflect the actual performance of leased virtual instance. This re-
search considers Amazon EC2, Rackspace and Flexiscale virtual machines. The authors proposed
a benchmark suite that would contain all necessary tools for cloud benchmarking already config-
ured in a necessary way to suit benchmarking of cloud services. As they mentioned, this would
decrease the amount of time and effort required to estimate the real cloud performance. Another
their suggestion was creation of virtual machines, equipped with a benchmarking software, that
can be used to measure and compare performance between different providers. There are few
more articles that also compare the actual cloud performance and the price that customers have
to pay for rented VMs: [52], [76], [80]. These authors perform performance benchmarking in
combination with costs analysis, and conclude which offering would suit a certain task better. All
these papers have a limitation, that prices for cloud products constantly change, and the hard-
ware used in data centers also change. So these articles are only valid while all these conditions
stay the same as at the time of experiment. But readers can get the overview of the experiments
conducted and the methods for costs analysis in order to perform similar research, but with the
new virtual machines, offered by cloud providers and new prices.
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The major issue of all cloud services, the contention, when some computational power may
be assigned to other processes by the virtualizer, has been studied and presented in articles [54],
[56] and [95]. The authors describe the term "flexible CPU", and discuss the function of virtualiz-
ers in cloud, which are responsible for assignment of cloud resources to virtual machines (virtual
instances). The paper "Resource-freeing attacks: improve your cloud performance (at your neigh-
bor’s expense)" [88] presents some interesting techniques that could possibly force the virtualizer
to assign more CPU power or RAM to a certain virtual machine (where the sequence of actions,
described by the author, has been performed).

Another serious issue, that happens often on most clouds, is the unpredictability of the actual
performance of a virtual machine, that is being leased. Articles [58], [82], [83], [85], [89] talk about
the performance heterogeneity in cloud services, that is the consequence of the virtualizers’ per-
formance assignment. Based on the results, presented in these papers, it can be concluded that
every year the cloud performance stability increases and the degree of performance heterogene-
ity gets lower. The authors of the "Accurate Resource Prediction for Hybrid IaaS Clouds Using
Workload-Tailored Elastic Compute Units" [68] paper presents an approach that allows accurate
performance prediction of cloud-based virtual machines. Another related paper, [59], discusses
the reliability of experiments, performed on virtualized hardware.

The article "CEEM: A Practical Methodology for Cloud Services Evaluation" [7] by Z.Li et
al. presents a ten-step methodology for evaluating IaaS cloud services. The authors stated that
there is not enough guidelines for cloud services performance evaluation. The authors proposed
a generic Cloud Evaluation Experiment Methodology (CEEM). The ten steps of this methodology
are briefly described in the following table.

Step Description

1 Requirement Recognition Recognize the problem, and state the purpose of a
proposed evaluation

2 Service Feature Identification Identify cloud services and their features to be
evaluated

3 Metrics and Benchmarks Listing List all the metrics and benchmarks that may be
used for the proposed evaluation

4 Metrics and Benchmarks Selection Select suitable metrics and benchmarks for the
proposed evaluation

5 Experimental Factors Listing List all the factors that may be involved in the
evaluation experiments

6 Experimental Factors Selection Select limited factors to study, and also choose
levels/ranges of these factors

7 Experimental Design
Design experiments based on the above work. Pilot
experiments may also be done in advance to facilitate
the experimental design

8 Experimental Implementation Prepare experimental environment and perform the
designed experiment

9 Experimental Analysis Statistically analyze and interpret the experimental
results

10 Conclusion and Reporting Draw conclusions and report the overall evaluation
procedure and results

Table 3.1: The Cloud Evaluation Experiment Methodology (CEEM) for cloud services evaluation, as de-
scribed in the article "CEEM: A Practical Methodology for Cloud Services Evaluation" by Z.Li et al.
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The study performed by authors with Google cloud services indicated that CEEM is able to
help researches achieve more accurate experimental results.

Apart from the traditional benchmarking procedure, when only one component is being eval-
uated at a time, there are frameworks that can evaluate the whole system’s performance either by
running complex tests, or by asking the users, which exactly modules he wants to be tested. Such
frameworks have been presented in papers [71], [91], [94]. The article [91] describes the frame-
work CARE (Cloud Architecture Runtime Evaluation), which is intended for cloud platforms
evaluation for hosting different types of applications and databases.

The cloud benchmarking for the purpose of deployment of OLTP-based applications requires
evaluation of all components of a virtual machine separately as well as the evaluation of their
interoperability. This process often implies deployment of some testing application, that can
measure the performance of cloud-based virtual machines. This complex procedure has been
discussed in articles [55], [65], [70], [79].

"Benchmarking Amazon EC2 for high-performance scientific computing" [45] is probably one
of the first papers about Amazon EC2 benchmarking, indicating that there is a significant per-
formance gap between virtual instances and real physical machines. E.Walker, the author of this
article, ran several micro- and macro benchmarks to evaluate the performance of high-CPU Ama-
zon instances built in clusters. He used NAS Parallel Benchmark1, which is a set of tools designed
to evaluate performance of computer clusters and MPPTEST benchmark2 to evaluate bandwidth.
Based on the experimental data that he got, he stated that current cloud services were not ma-
ture. The author indicated performance gaps between Amazon EC2 instance and local machines
in all main components: CPU speed, memory performance and bandwidth. There is a long list
of articles [48], [53], [57], [61], [62], [63], [69], [78], [81], that all study the performance of Ama-
zon EC2 virtual machines from the perspective of high performance computing (HPC). These
authors perform cloud benchmarking in order to find out, how well are different instances suited
for this task. Surprisingly, there are not so many articles about cloud benchmarking for HPC of
other cloud providers. [84] presents the results of similar study for Google cloud, and [87] - for
Windows Azure.

The article "WPress: An Application-Driven Performance Benchmark For Cloud Virtual Ma-
chines" [35] by A. Borhani et al. provides an example of how an OLTP application can be used
for performance evaluation of a virtual instance. The author used WordPress, a popular blogging
software to evaluate network performance and CPU speed of virtual machines in Amazon EC2,
Windows Azure and Rackspace. WordPress was one part of a benchmarking system. The second
part was a load generator, installed on a separate machine. The values, measured by WordPress
benchmark system, were response time and CPU load. Combined with the cost of a particular
instance, this data helped to evaluate the cost-performance ratio of IaaS cloud providers.

There are articles, which present results of the network performance benchmarking. For ex-
ample, "Network capabilities of cloud services for a real time scientific application" [72], tests
how well virtual machines in cloud are suited for hosting real-time applications. Two more gen-
eral articles, "Choreo: network-aware task placement for cloud applications" [73], and "Empirical
evaluation of latency-sensitive application performance in the cloud" [50], evaluate the network
performance and measure such values as network latency and bandwidth.

A bit less studied component of cloud-based virtual machines is storage. There are two ar-
ticles that present a comprehensive research of the storage performance in cloud clouds. The
paper "Benchmarking the Storage Services of the Azure Cloud Platform" [47] presents the storage
performance in the context of high performance computing. Unfortunately this paper doesn’t
present a storage performance comparison with other cloud providers. Another article [46], that
also deals with the cloud storage, presents an automated approach for cloud storage selection,

1https://www.nas.nasa.gov/publications/npb.html
2http://www.mcs.anl.gov/research/projects/mpi/mpptest/
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based on the performance of that cloud.

3.3 Contributions Of This Work
The related work provided a background for conducting this research. This work uses several
tools and a benchmarking framework, which had been marked by other researches as highly
accurate and well suited for benchmarking virtual machines in general and cloud-based VMs
in particular. The outcome of this work is the actual performance data of current Amazon EC2
and Google GCE virtual machines. But the actual performance and costs analysis are prone to
fast changes due to hardware upgrade in providers’ data centers and prices getting lower, and
therefore this research also includes the analysis of the data gathered by the benchmarking tools.
This analysis explains why certain virtual machine type has different performance compared to
the similar VM type, offered by another provider. Research, performed prior to this work, helped
to understand the technology behind the cloud-based virtual machines, the use and functions of
virtualizers in data centers and techniques for hardware assignment. The analysis, presented in
this work, can be applied to different cloud providers and different types of cloud-based virtual
machines, and this makes this work valuable for future researches in this field.





Chapter 4

Study Setup

This chapter discusses the central part of this work - setting up and configuring different bench-
marking tools for cloud performance evaluation. Benchmarking software has to be installed,
configured and adopted for use in Amazon and Google cloud infrastructure. All experiments
had been run on virtual machines of different types, leased from these two cloud providers. They
were accessed via SSH or terminal emulator in a web browser, and all configuration tasks were
performed directly on these VMs.

Most benchmarks used in this work require two virtual machines to be used. RUBiS requires
a client and a server virtual instances. JMeter requires a target machine and a load generating
machine. Iperf also requires two machines for measuring the bandwidth. For the sake of results
reliability, two virtual machines of one benchmark had been created in the same cloud. The reason
for that is because in this case two machines are in the same LAN and have stable and high-speed
link between them.

The sections in this chapter provide detailed information about each benchmark used in this
work. The chapter has following structure. First, the "top", that is a built-in system monitoring
tool and its application in this work, is described. Then, micro benchmarks, which evaluate the
performance of a separate component in isolation, are discussed. They include benchmarking
tools from Phoronix Test Suite and Iperf. After that, the combination of JMeter benchmark and a
WordPress blogging software is covered. Finally, the most complex benchmark used in this work
- framework RUBiS, is presented in the last section of this chapter.

4.1 "Top" Command in Linux
This section covers the use of Linux "top" command in context of the this work.

"Top" command represents the system summary information such as the percentage of CPU
being used for certain tasks, idle CPU, RAM state and a list of tasks of different users. The most
important data from the perspective of this thesis is represented in the line that shows CPU load.
In particular, fields "id" and "st" are of the most importance for this work.

"id", or "idle", is the percentage of the CPU not used. Based on this number, it is possible to
calculate what percentage of CPU is being used at the moment;

"st", or "steal time", is the amount of CPU, "stolen" from this virtual machine by a hypervisor
for other tasks (such as running another virtual machine). It will be 0 on desktop or a physical
server without virtual machines running.
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Figure 4.1: Example of "top" command in Linux

The "top" command was used throughout the work in combination with other benchmarks to
estimate the CPU load and the percentage of "stolen" CPU.

4.2 Phoronix Test Suite
Phoronix Test Suite1 is a collection of micro benchmarking tools developed for Linux operating
systems. Phoronix comprises a large number of benchmarks for different purposes.

4.2.1 Overview
The Phoronix Test Suite is a software platform that comprises a large number of micro bench-
marks aimed to evaluate performance of separate hardware components. Phoronix framework
and included tools are constantly updated, and new tools can be easily added. The platform is
designed to be used by a large number of users, and therefore the installation and configuration
process is straightforward, and also the usage guidelines are provided.

The Phoronix Test Suite is based on a large number of small tools used for hardware com-
ponents benchmarking. Phoronix project was created in 2004 as a universal testing framework.
Phoronix software is an open source product.

During first few years Phoronix supported only Linux based systems, but later support for
Apple OS X, Microsoft Windows, BSD, and Solaris OS was added. All new tools that had been
added, were accompanied with detailed user guides and manuals that make the benchmarking
process for end users easier.

1http://www.phoronix-test-suite.com/
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4.2.2 Selection of Benchmarks
Phoronix Test Suite comprises a large number of benchmarks, intended to evaluate performance
of different components of computer hardware.

CPU Performance

The following benchmarks test the CPU performance of a virtual machine. These particular
benchmarks are the most representative for CPU testing, and they are popular among researchers
and developers dealing with hardware performance evaluation [39], [40], [67]. Also, these bench-
marks eliminate any use of RAM for pure CPU evaluation.

C-Ray
The C-Ray2 benchmark is a ray tracer that tests the CPU performance based on floating-point cal-
culations. C-Ray is capable of testing performance of multiple threads. The benchmark generates
an image of a 1600x1200 resolution.

C-Ray generates very small amount of data, ensuring that RAM doesn’t participate in the pro-
cess of generating images in any way. This allows to perform an isolated CPU performance test
[38].

Gzip
Gzip3 is a file compression tool. This benchmark measures the time taken to compress a sample
file. Advantages of Gzip are high performance (the need to use any amount of RAM is elimi-
nated). The size of the sample file is small to ensure that RAM and other hardware components
don’t affect CPU performance test.

RAM Performance

The following two benchmarks were selected for RAM performance evaluation.

Ramspeed
Ramspeed is a benchmarking tool that tests the speed of RAM, returning a value represented in
megabytes per second. The memory speed is calculated based on memory frequency in MHz and
RAM timings. The higher the number, the better is the performance [38]. Ramspeed benchmark
gives more precise results compared to many other RAM benchmarking tools, it is also more com-
pact [41].

Bork
Bork4 evaluates both RAM and CPU performance combined. Bork is a small, cross-platform file
encryption utility. The test measures the amount of time it takes to encrypt a sample file. Bork
keeps the files it encrypts in RAM, and that is the reason why RAM affects the benchmarking
results. The tool has minimal external dependencies and doesn’t rely on other hardware compo-
nents.

This selection of benchmarks from Phoronix Test Suite is based on the requirement that only
a single component (or a combination of CPU and RAM in case of Bork) should be tested. There-
fore complex benchmarking platforms were not considered in this part of the work. These simple

2https://openbenchmarking.org/test/pts/c-ray
3https://openbenchmarking.org/test/pts/compress-gzip
4http://openbenchmarking.org/test/pts/bork
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benchmarks, which are well established and proved their reliability and stability, allow perform-
ing pure CPU and RAM performance evaluation of virtual machines.

4.3 Iperf Benchmark
Iperf5 is a network testing tool that evaluates the bandwidth of a network. Iperf can generate TCP
and UDP packet streams depending on its settings.

4.3.1 Overview
Iperf is a C-based networking tool. Users can set different parameters depending on the exper-
iment requirements and network type. For evaluating the network throughput, Iperf has to be
installed on at least two systems, one of which is a server, hosting Iperf instance and waiting for
a client machine to connect to it to test the bandwidth. Iperf is an open source tool, and can be
used on Unix and Windows based systems.

UPD. In UDP mode, a user can specify the datagram size and measure datagram throughput.
TCP. In TCP mode, a user can measure the payload throughput.

The network parameters that can be evaluated by Iperf are bandwidth, latency, jitter and data-
gram loss.

4.3.2 Installation and Configuration
The installation process is relatively simple. All that required is to download the installation
package from official website using "wget" command, make this file executable and move it to
the correct directory. Since Iperf has server-client functionality, the installation and configuration
procedures should be performed on both machines.

After that, Iperf commands with different parameters depending on the required settings
mode should be executed to initiate the Iperf session. The commands should be executed on
client machine. Server always stays in listening state.

4.4 JMeter Benchmark
Apache JMeter6 is a load generator and a client simulator software.

4.4.1 Overview
Apache JMeterTM is an open source software intended for load testing of web servers and web
applications, and for measuring their performance.

JMeter can be used to test the performance of web services, web languages (PHP, ASP.NET),
databases, FTP servers, etc. JMeter can simulate different types of load on a server. It allows sim-
ulating any amount of virtual clients that can perform different behavior (browsing to different
pages, accessing files). Results can be presented in graphical, tabular or textual form [32].

5http://iperf.fr/
6http://jmeter.apache.org
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JMeter is owned by Apache since 2011. Before that it was a small scale project supported by
enthusiasts.

4.4.2 Installation
Installation of JMeter is relatively simple. All that required is to download the installation files on
a Linux machine and install it following a standard installation procedure. In case of Windows
OS, the JMeter files have to be downloaded, and the program can be started immediately. Instal-
lation should be done on a client machine, which will generate the load on server and simulate
clients [34]. The server machine doesn’t have to have a JMeter installation, or any other special
software. It just needs to run a web service that will be tested.

4.4.3 Test Plan Configuration
The most interesting part in JMeter installation and configuration is creation of a test plan. A
researcher can set all parameters according to his needs and requirements of the experiment.
There are two ways how a test plan can be created: using a command line with specific JMeter
configuration commands, or using a GUI provided with the JMeter installation package. The
creation of a test plan and reasons for choosing certain parameters are discussed in more detail
later in this section.

Since the virtual machines leased from Amazon and Google had a server installation of Linux
and the only way of working with them was using a command line interface, the test plane should
have been created in it. But it turns out that the file that contains a test plan configuration, has
the same structure if created using command line interface or using GUI. Therefore, a windows
machine was used to create a test plan of the experiment. There exist a number of research papers
and articles published that cover the functionality and configuration of JMeter [33], and modern
guidelines published by Apache7 help to understand the way how a test plan should be config-
ured, and the functionality of a GUI of JMeter.

The test plan created for this experiment was configured to access the website by its URL(in
this case a WordPress blog, discussed later) five times in a row. This is because of the connection
establishment procedures which take place when requesting a new URL for the first time (ARP
process, mac address caching). During the first access attempt the page load time and latency
values are high. At the second attempt these values get lower, but they are still not stable. And
starting from the third attempt both page load time and latency values become stable. JMeter
doesn’t cache web pages to provide real page load time in all attempts.

4.4.4 WordPress Overview
In order to evaluate performance of the server, the server has to run some web application or to
have a website, that will be accessed by a JMeter installed on a remote client machine. WordPress8

was selected to be such a web application in this work.
WordPress as a widely used open-source blogging software [35], [70, [79]. It is often used in

combination with a benchmark to measure server performance on a real data (a blog or a website)
[36]. In this work the WordPress application was configured as a web blog with 232 posts, 1272
comments and 100 registered users.

7http://www.apache.org/
8http://www.wordpress.com
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4.4.5 Wordpress Installation and Configuration
The process of installation of WordPress is straightforward, although it requires some knowledge
of Linux operating systems, and it is described in many IT related articles [37]. The process in-
cludes downloading the WordPress installation package, running installation script, configuring
MySQL database to work with WordPress on virtual computer, configuring PHP to work with
WordPress, creating a dedicated user and modifying his rights. The final step is a web based
configuration of a blog name and settings, which can be done remotely in a web browser.

After the basic installation and configuration, the Demo Data Creator9 plugin was installed
in the WordPress environment. It can generate any amount of content (users, categories, posts,
comments, web pages) in the blog. The posts in this case are random articles, some of them
include pictures, polls, and other interactive elements.

Once the initial configuration of the blog has been performed, the snapshot of the virtual
machine has been taken to reproduce it on other virtual machines of different types. In this way,
the content of a blog remains the same for all experiments within this work.

4.5 RUBiS Benchmark
RUBiS is a simulated auction website, very similar to eBay.com. It is used to evaluate application
server performance.

4.5.1 Overview
The RUBiS benchmark first appeared in 2002 with version. There were multiple releases in 2002 -
2004, but after 2004 all further development stopped. The latest version is 1.4.2.

RUBiS benchmark simulates an auction website: placing items for sale, bidding, rating, com-
menting and selling items. There are three types of users - visitor, buyer and seller. Visitors can
only browse the items that are placed. Buyers can register, browse items, leave comments, bid for
items and view comments and ratings left by other users. Sellers, apart of that, can place or delete
items and specify price for an item.

RUBiS platform, when installed, can be opened in a web browser for testing purposes. Fur au-
tomating the benchmarking process, the second machine, client, has to be set up and configured.
Client emulates user behavior for different user workload patterns, and it displays the server per-
formance data. The figure below represents RUBiS functionality. Virtual clients generate load on
web servers, which load application server, which in turn query data from the database.

Figure 4.2: RUBiS benchmark overview

.

9http://wordpress.org/plugins/demo-data-creator/
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The auction site has a number of actions that can be performed from the client’s web browser
(or from a remote client emulator machine). Among the most important ones are browsing items
by category or region, bidding, buying or selling items, leaving comments and others. Browsing
items includes opening a web page, where the item’s description is located, closing it and moving
on to the next item. At the same time, all current bids for these items are displayed. Bidding
includes same actions as for browsing, plus putting a bid and competing with other buyers for
the item. The combination of these two behavior types represents the real auction site behavior,
where some users bid for items, and others only browse them.

The interaction between clients and a server is done by establishing a session for each simu-
lated user. For establishing a session, HTTP connection is required. User sessions last different
time, emulating real user behavior, when users spend different time on reading description and
taking a decision.

RUBiS uses MySQL database for storing its data. There are 7 tables in the database: users,
items, categories, regions, bids, buy_now and comment. Users have following attributes: name,
nickname, password, region, rating and balance. Bids have following attributes: seller, bid, and
a max_bid value. Items that are bought via buy-it-now option, are stored in the buy_now table.
The comments table stores comments about items.

The RUBiS benchmark is the largest and the most complex benchmark in terms of installation,
configuration and execution processes, used in this work, and it was intended to evaluate the
overall performance of virtual machines from Amazon and Google. RUBiS doesn’t measure CPU
or RAM performance explicitly, but it provides an auction website performance results in form of
requests per second. A request is a single action of a simulated user. It can be browsing, bidding,
leaving a comment, buying or any other actioned implemented in the framework.

At the same time, the CPU load was measured while RUBiS benchmark was performing. it
was measured with the help of the system monitoring tool "top", implemented in Linux operating
systems.

4.5.2 Installation And Configuration
The process of installation, configuration and running RUBiS benchmark is challenging from
many perspectives. First, it is not just "download and install" procedure. Researcher has first
to set up a LAMP environment (Linux, Apache, MySQL and PHP) with Java to install the RU-
BiS benchmark on. Then, there is a number of steps that he has to do in order to adopt the
downloaded RUBiS files to the local machine, like editing configuration files in order to specify
database user name and password and all necessary system paths. After that, RUBiS data gener-
ation scripts have to be run in order to generate tables with regions, items, users, categories and
so on. Each of these scripts has to be adopted to a specific environment, i.e. some variables have
to be changed.

The process of installation and configuration itself is not complicated, but there are no official
guides or instructions that document what has to be done in order to set up the benchmark. The
steps specified in previous paragraph were discovered at a forum, where one RUBiS enthusiast
shared his experience of working with RUBiS benchmark [30]. But there were multiple misconfig-
urations and missed errors, which were later noted by Dr. Philipp Leitner in his RUBiS installation
tutorial [31]. Apart of these two sources there are no comprehensive guides for RUBiS benchmark
installation and configuration.

Another problem, which has been encountered during the RUBiS configuration, was the re-
quired number of simulated virtual users. This number is the parameter that sets the load on the
server benchmark. Therefore it is important to find the optimal value, which loads the CPU of
the virtual machine of the smallest type close to 100 per cent. In this case it is possible to see the
changes of the CPU load and changing performance test data from one instance type to another.
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Since one RUBiS benchmark run takes about 20 minutes, the process of determining the optimal
user number takes a long time. The optimal number of users in benchmark was found to be in
range between 5000 and 8000. Experiments in this work were conducted for both values.

The RUBiS benchmark comes with most of its parameters preconfigured to their default val-
ues. There are already 62 regions created (Mostly U.S. states, and some other territories), 20
categories of items similar to eBay, sample item description text and few others. These default
values haven’t been changed in this work, because they already satisfy the basic requirements to
the auction platform. The number of items, bids and comments depends on the number of sim-
ulated users, specified by researcher. These parameters are generated by the script after all other
non-user dependent parameters have been specified.

Parameter Value
Number of Users 5000 or 8000
Regions 62
Categories 20
Number of Items 33000
Item Description Size, byte 8192
Number of Bids 330000
Number of Comments 500000

Table 4.1: RUBiS parameter values used in this work

RUBiS database used in this work contains 33000 items for sale, distributed among 20 cate-
gories and 62 regions. A history of 500000 auctions is kept in the old-items table. There is an
average of 10 bids per item, or 330000 entries in the bids table. The buy_now table is relatively
small, because less than 10 per cent of the items are sold without auction ("Buy-it-now"). Users
leave comments for 95 per cent of their transactions. The comments table contains about 500000
comments to current items and old items. The total size of the database is around 1.4 GB. All
parameter values, both default ones and selected after some research and analysis, are presented
in the table.

The result of the RUBiS benchmark is the "requests per second" characteristic, which repre-
sents how many requests the client machine can remotely initiate to the server machine.

After the initial installation of RUBiS benchmark it turned out that one of the internal timers in
the client emulator script was set to some ambiguous large number instead of 120 seconds, which
it should have been set to according to the documentation, which made the execution process
impossible. This case, an error in variable mentioned above, made the process of troubleshooting
and making things work complicated and time consuming, because it required the analysis of the
source code of the whole RUBiS benchmarking framework.

It worth mentioning that the whole benchmarking software is written in Java, and the quality
of the source code structure doesn’t allow easy understanding of its functions and procedures.
As mentioned before, there were also other errors in variables’ names, which were pointed out in
tutorials [30], [31].

4.6 Methods of Data Collection in This Work
All experiments within this work had been run a certain number of times depending on a bench-
mark to guarantee data accuracy and independence from such factors as different performance
at different time of the day, connection disruption, possible dysfunction of a virtual machine,
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network connection, etc.
Close attention was paid to the contention described in the Background chapter. To avoid this

effect, each virtual machine was recreated three times, and same experiments were performed on
it to get the average value. Later, results of their performance benchmarking were compared and
analysed to get accurate results.

The final value of a certain factor was calculated using the following method. First, the experi-
ments had been run three times (five times in case of JMeter and Iperf) in the same conditions. The
average value was calculated at this stage. Then, at another time, new exactly the same virtual
machine was created, and the same experiments had been run the same number of times on it.
Second average value had also been calculated for this machine. Later, third same virtual machine
was created, and same experiments had been run again, and the average value was calculated.
Finally, the Grand Average value had been calculated, based on the three average values from all
experiment sessions described above. This Grand Average has been taken as the final value of a
certain performance factor.

At the same time, all intermediate results, such as average values for a particular virtual ma-
chine, were analysed separately and compared with the results of other virtual machines of the
same type, but created at different time.

4.7 Overview of Cloud-Based VMs, Used in This Work
The two tables below give an overview of virtual machines from Amazon EC2 and Google GCE
clouds, used in this work.

CPU Type CPU Speed, GHz RAM, GB Disk, GB
Small Intel Xeon 2.0 (1 core) 2 10
Medium Intel Xeon 2.0 (1 core) 4 10
Large Intel Xeon 2.0 (2 core) 8 10
Xlarge Intel Xeon 1.8 (4 core) 16 10

Table 4.2: Amazon EC2 virtual machines used in this work

CPU Type CPU Speed, GHz RAM, MB Disk, GB
Small Intel Xeon 2.5 (1 core) 1740 11
Medium Intel Xeon 2.5 (1 core) 3840 11
Large Intel Xeon 2.5 (2 core) 7680 11
Xlarge Intel Xeon 2.5 (4 core) 15360 11

Table 4.3: Google GCE virtual machines used in this work

All these VMs are categorized as "general purpose" virtual instances in both Amazon and
Google. They are optimized by all parameters and are intended to be used for a wide variety of
tasks.





Chapter 5

Results and Data Analysis

This chapter presents the results produced by all benchmarks deployed within this work, and
provides some discussion based on the outcome of the experiments. The chapter is built in the
following way. Each section presents results and analysis of a certain benchmark used in this
work. Also each section discusses results of Amazon and Google virtual machines and compares
them. This chapter has similar structure to the previous one. First, results of micro benchmarks
are presented. They include Phoronix Test Suite and Iperf. Then follow the results of performance
evaluation by JMeter with WordPress. Finally, the results of RUBiS benchmark are discussed at
the end. In the last section, the correspondence of the performance data of cloud-based virtual
machines and physical machines is presented to state whether they have similar performance or
not.

5.1 Phoronix Test Suite Benchmarking
As mentioned in previous chapter, four benchmarks from the Phoronix Test Suite were used in
this work to evaluate different components of virtual instances from Amazon and Google. This
section consists of four parts, each discussing the results of these four benchmarks.

Gzip Benchmark

Gzip benchmark evaluates the CPU performance and its output is the time needed to compress
a sample time. The two tables below present the results of running Gzip benchmark on Amazon
and Google virtual instance.

Run 1, sec Run 2, sec Run 3, sec Average, sec
Small 55.9 56.1 54.6 55.5
Medium 25.6 25.2 25.1 25.3
Large 25.3 25.1 25.2 25.2
Xlarge 27.4 26.9 26.8 27.0

Table 5.1: Gzip benchmarking results for Amazon EC2 instances
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Run 1, sec Run 2, sec Run 3, sec Average, sec
Small 54.6 52.5 56.8 54.6
Medium 16.7 16.7 16.6 16.7
Large 16.4 16.4 16.3 16.4
Xlarge 16.1 16.0 16.0 16.0

Table 5.2: Gzip benchmarking results for Google GCE instances

Based on the experimental results, we can conclude that instances of Small type from both
Amazon and Google have same low performance compared to larger instances. Such a sharp
difference in performance can be explained by the fact that according to the "top" monitoring tool
in Linux, the amount of "stolen" CPU by the virtualizer was about 45 per cent for Small instances,
while for larger instances this value was always less than 1 per cent. In this case almost a half of
CPU power was reassigned by the virtualizer to some other processes. Another fact that draws
attention is that Medium, Large and Xlarge instance types have similar performance data. This is
the consequence of the Gzip benchmark, which runs only on one core. This is also the reason of
the difference in performance between Amazon and Google instances - Amazon uses CPUs with
2.0 GHz, but Google uses CPUs with 2.5 GHz speed.

The figure below provides visual representation of performance differences between Amazon
EC2 and Google GCE instances. For its Xlarge instance Amazon uses Intel Xeon processor with 4
cores by 1.8 GHz each. This is noticeable on the graph - the Gzip compressing time is higher for
Xlarge Amazon instance compared to Medium and Large types (only one core is used).

Figure 5.1: Gzip benchmarking results for Amazon EC2 and Google GCE instances, in seconds
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C-Ray Benchmark

C-Ray benchmark is intended for CPU performance evaluation by the use of floating point calcu-
lations. The tables below present benchmarking data for Amazon EC2 and Google GCE instances.

Run 1, sec Run 2, sec Run 3, sec Average, sec
Small 361.4 372.1 367.5 367.0
Medium 272.6 275.6 268.2 272.1
Large 214.9 209.7 210.0 211.5
Xlarge 143.7 145.6 148.8 146.0

Table 5.3: C-Ray benchmarking results for Amazon EC2 instances

Run 1, sec Run 2, sec Run 3, sec Average, sec
Small 353.9 357.2 355.0 355.4
Medium 178.9 178.8 178.4 178.7
Large 135.9 135.8 135.8 135.8
Xlarge 67.9 67.9 67.9 67.9

Table 5.4: C-Ray benchmarking results for Google GCE instances

General trend is similar to the Gzip benchmark, apart of the fact the C-Ray is capable of run-
ning on all cores. The performance of a Small instance is relatively low due to the fact that about
45 per cent of its power is "stolen" by the virtualizer according to the "top" system monitoring
tool. The amount of "stolen" processing power is around 5 per cent lower at Google instances
compared to Amazon. comparison of Medium, Large and Xlarge instance types from Amazon
and Google has same patterns as demonstrated earlier with the Gzip benchmark. Due to the
CPU speed difference (2.0 GHZ at Amazon and 2.5 GHz at Google), Google instances have better
performance. All these trends are demonstrated on the figure on the next page.

The table after the graph presents the price-performance ratio for virtual machines in Amazon
and Google clouds, represented in computational values. Higher value means better ratio. This
data is calculated in following way. Since the smaller time of the benchmark implies better perfor-
mance, then the inverse of the time for each VM was divided by the corresponding machine price.
As can be seen from the table, virtual machines in Google cloud have better price-performance
ratio.

Amazon EC2 Google GCE
Small 0.036 0.067
Medium 0.024 0.066
Large 0.015 0.044
Xlarge 0.010 0.042

Table 5.5: Price-performance ratio for different VM types from Amazon EC2 and Google GCE based on
C-Ray benchmarking, in computational values
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Figure 5.2: C-Ray benchmarking results for Amazon EC2 and Google GCE instances, in seconds

Bork Benchmark

Bork is an encryption utility and the benchmark evaluates both CPU and RAM performance. The
tables below represent benchmarking data for Amazon EC2 and Google GCE instances.

Run 1, sec Run 2, sec Run 3, sec Average, sec
Small 71.2 71.4 71.7 71.5
Medium 61.3 61.4 61.3 61.3
Large 28.8 28.7 28.4 28.6
Xlarge 28.4 28.2 28.0 28.0

Table 5.6: Bork benchmarking results for Amazon EC2 instances

Run 1, sec Run 2, sec Run 3, sec Average, sec
Small 118.3 121.8 119.3 119.8
Medium 50.8 56.9 53.0 53.6
Large 28.4 27.1 27.8 27.8
Xlarge 21.8 19.1 19.9 20.2

Table 5.7: Bork benchmarking results for Google GCE instances

Based on the data from the tables, it is not easy to determine a pattern. The performance of
the instance of type Small is better at Amazon (encryption time is less), but larger instances from
Google perform slightly better than from its competitor. Such a difference can be explained by
the amount of memory that instances have. If Small instance at Amazon has exactly 2 gigabytes
of RAM, at Google it has only 1740 megabytes. At Amazon’s computing center the virtualizer in
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a best case will assign a single 2GB RAM chip to one Small instance without the need to accom-
modate another instances on the same chip. At Google’s computing center the virtualizer will
most likely combine these 1740 megabytes from multiple chips (hardly ever the instance will get
all 1740 megabytes on one chip due to preservation policies). In this case the RAM performance
obviously decreases.

But with larger instances, which have more than 4 gigabytes of RAM, the effect of combining
memory from multiple chips decreases, since the biggest amount of RAM will reside on a single
chip. For example, in case of Google’s Xlarge instance that has 15360 megabytes of RAM, 12
Gb will most likely not be located on chips that are shared with other processes. At Amazon,
that assigns only even number of gigabytes of RAM, pure RAM performance is better (this fact is
confirmed by the Ramspeed benchmark, presented later), but since the Bork benchmark evaluates
the performance of both CPU and RAM, better CPU of Google’s VMs compensate relatively poor
performance of RAM. The figure helps in understanding of the non-trivial dependencies of CPU
and RAM performance of virtual machines in Amazon EC2 and Google GCE.

Figure 5.3: Bork benchmarking results for Amazon EC2 and Google GCE instances, in seconds

Ramspeed Benchmark

Ramspeed benchmark tests RAM performance, and its output is the speed in megabytes per sec-
ond. The two tables below represent the results of benchmarking of virtual machines in Amazon
EC2 and Google GCE using Ramspeed benchmark.

Since Ramspeed is a pure RAM benchmark, the difference between Amazon and Google vir-
tual instances is more distinguishable here, especially on larger instances. Due to the fact that
Amazon instances have only even number of RAM gigabytes, and in most cases separate hard-
ware chips are assigned to them, virtualizer does not have to combine memory from multiple
chips, unlike with virtual instances from Google.
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Run 1, MB/s Run 2, MB/s Run 3, MB/s Average, MB/s
Small 2914.84 3050.18 2968.02 2977.68
Medium 8173.37 8215.11 8214.40 8200.96
Large 15307.80 16168.47 16185.79 15887.35
Xlarge 15762.77 15959.05 16144.94 15955.59

Table 5.8: Ramspeed benchmarking results for Amazon EC2 instances

Run 1, MB/s Run 2, MB/s Run 3, MB/s Average, MB/s
Small 5875.95 5860.42 4879.19 5538.52
Medium 8667.95 8554.28 8571.39 8597.87
Large 9321.51 9225.20 9124.19 9223.63
Xlarge 13881.79 13875.53 13961.95 13906.42

Table 5.9: Ramspeed benchmarking results for Google GCE instances

However, we can notice that RAM performance of Google’s Small instance is better than Ama-
zon’s. While doing CPU benchmarking, the amount of "stolen" CPU speed for Amazon instance
was much higher than for Google instances. This level was close to 50 per cent. It is recommended
not to use Small general purpose instances for tasks that require high stability and preciseness in
performance values [3], [8], [44]. It implies that virtualizers at Amazon’s computing centers com-
bine multiple pieces of hardware to build a VM of type Small. Obviously, performance of such
machines will be lower than performance of a machine that was built on a single piece of hard-
ware.

The figure displays graphs of RAM performance of Amazon and Google instances.

Figure 5.4: Ramspeed benchmarking results for Amazon EC2 and Google GCE instances, in megabytes
per second

.
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Amazon EC2 Google GCE
Small 75324 66700
Medium 105194 202380
Large 207792 221420
Xlarge 209460 166664

Table 5.10: Price-performance ratio for different VM types from Amazon EC2 and Google GCE based on
Ramspeed benchmarking, in computational values

The table above presents the price-performance ratio for different virtual machine types, used in
this work, based on the results of the Ramspeed benchmark. Since the higher speed implies better
performance, the speed in MB/s was divided by the VM price and multiplied by the amount of
RAM that the machine has. The result is displayed in computational values. These values are not
related to the computational values, used in previous section. According to these results, VMs in
Amazon and Google clouds have close ratio of the Small and Large virtual machine types.

.

5.2 IPerf Benchmarking
IPerf benchmark was used in this work to measure bandwidth on a link between two virtual ma-
chines. The tables below present the data gathered using IPerf benchmark. .
.

Run 1, MBit/s Run 2, MBit/s Run 3, MBit/s Average, MBit/s
Small 629 651 664 648
Medium 881 858 859 866
Large 898 920 917 912
Xlarge 1073 1096 1102 1090

Table 5.11: IPerf benchmarking results for Amazon EC2 instances

.

Run 1, MBit/s Run 2, MBit/s Run 3, MBit/s Average, MBit/s
Small 1331 1381 1389 1367
Medium 1425 1391 1390 1402
Large 1591 1580 1594 1588
Xlarge 1617 1642 1633 1630

Table 5.12: IPerf benchmarking results for Google GCE instances

From this data it is clear that VMs of all types in Google cloud have much higher bandwidth.
Moreover, the bandwidth does not change significantly from one instance type to another. The
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bandwidth of Small virtual machine is only about 20 per cent less than the bandwidth of the
Xlarge machine. For Amazon instances, Small VM type has about 70 per cent less bandwidth
than the Xlarge machine. The interesting fact here is that Amazon assigns "moderate" network-
ing performance to both Medium and Large types according to its website. Most users assume
it to be identical. But in fact, bandwidth of a Medium instance is 46 MBit/s (5.4 per cent) less
than bandwidth of a Large instance. It is not a large difference, and it can even be considered as
error. But the JMeter benchmark described in the next section, confirmed this finding and dis-
covered even more significant difference in networking performance of these two instance types
from Amazon. The graph below compares bandwidth of different instance types from Amazon
and Google based on the data presented in two tables earlier. .

Figure 5.5: IPerf benchmarking results for Amazon EC2 and Google GCE instances, in megabits per second

The table on the next page presents the price-performance ratio for different virtual machine
types, used in this work, based on the results of the Iperf benchmark. Since the higher bandwidth
implies better performance, the bandwidth value was divided by the VM price. The result is dis-
played in computational values. These values are not related to the computational values, used
in previous sections. According to these results, VMs in Google clouds have significantly higher
ratio compared to Amazon VMs.
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Amazon EC2 Google GCE
Small 8052 32857
Medium 5519 16785
Large 2987 9553
Xlarge 1769 4851

Table 5.13: Price-performance ratio for different VM types from Amazon EC2 and Google GCE based on
Iperf benchmarking, in computational values

5.3 JMeter and WordPress Benchmarking
The JMeter benchmark in this work evaluates the network performance of virtual machines of dif-
ferent types in Amazon and Google clouds. As a result of benchmarking, JMeter outputs the page
load time and the latency in milliseconds. The target page was the home page of the WordPress
blog hosted on the server machine.

Amazon EC2

The table below represents the results of benchmarking of four different types of Amazon vir-
tual instances. Each "run" in tables comprises the average of last four measurements out of five,
performed according to the test plan, described in chapter "Study Setup". The reason why only
results of four measurements were considered, is the performance data in the first measurement,
which was considerably lower due to networking processes related to accessing a page for the
first time (ARP request, mac address caching, etc).

Run 1 Run 2 Run 3 Average
Small Load Time, ms 2620 2460 2480 2520

Latency, ms 1085 1080 1125 1097
Medium Load Time, ms 1220 1190 1270 1227

Latency, ms 623 615 660 632
Large Load Time, ms 950 700 800 817

Latency, ms 540 620 420 527
Xlarge Load Time, ms 520 460 495 492

Latency, ms 310 295 300 302

Table 5.14: Jmeter benchmarking results for Amazon EC2 instances

As can be seen from the tables for Small and Medium machine types, the overall networking
performance of the Medium type is much better. This fact can even be noticed while browsing the
WordPress blog using a web browses - the response time is much faster when a larger instance is
used.

Amazon EC2 offers different of bandwidth with different virtual instances. Smaller machines
get less bandwidth than the bigger ones. Unfortunately the provider doesn’t specify the exact
performance data for the network connection for the m1 instance type that was used in this re-
search (the most common general purpose instance type on Amazon EC2), it only mentions that
the Small instance comes with the "Low" network performance, Medium and Large types with
"Moderate" network performance, and the Xlarge type with "High" network performance.

As expected, the network performance data for Large and Xlarge instance types is better than
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for smaller ones. The difference between Small and Medium types is the most significant. This
can be explained by the fact that Small instance is intended mostly for computational purposes,
but not for network operations. It is not recommended to implement online shops even for testing
purposes and blogs or websites, which will be accessed by a large number of users on this type of
instances [86].

The two graphs below provide visual representation of network performance benchmarking.

Figure 5.6: JMeter Load Time in milliseconds for Amazon EC2 instances

Figure 5.7: JMeter Latency in milliseconds for Amazon EC2 instances

There is a significant difference in network performance between Medium and Large virtual
instance types, however, as specified on the Amazon EC2 website, they both have "Moderate"
network performance, so no difference is expected. This fact of course will not disappoint users
of Large instances, but the characteristics of network performance, specified by Amazon, turns
out to be imprecise. The latency values, however, don’t differ significantly between these two



5.3 JMeter and WordPress Benchmarking 41

types, but the difference still exists.

Google GCE

In this part the JMeter benchmarking results for Google GCE are presented. The structure is
similar to the previous part, where network performance of Amazon EC2 virtual machines were
discussed. First, the table presents the benchmarking data of four types of virtual instances in
Google cloud. Then, two charts show visualization of that data. Finally, at the end of this section,
network performance of both Amazon EC2 and Google GCE is compared.

The table below presents the benchmarking results of network performance of different Google
GCE instance types.

Run 1 Run 2 Run 3 Average
Small Load Time, ms 180 200 210 197

Latency, ms 135 120 140 132
Medium Load Time, ms 170 250 240 220

Latency, ms 125 150 130 135
Large Load Time, ms 165 170 185 173

Latency, ms 90 105 100 98
Xlarge Load Time, ms 160 190 165 172

Latency, ms 110 80 105 98

Table 5.15: Jmeter benchmarking results for Google GCE instances

The overall networking performance of GCE instances is significantly higher than of Amazon
EC2. Both page load time and latency are much better compared to Amazon. The interesting
fact is that the performance of virtual instances of different types is similar and the values don’t
change significantly. However, a small change can be noticed between Small plus Medium types
and Large plus Xlarge types - large instances have slightly better performance. Google Compute
Engine does not specify the instance networking performance data for its general purpose in-
stances. But as has been discovered, all instances have close networking performance parameters
values which do not depend on the instance type.

From the above figures it can be seen that the GCE instances belong to two classes of instances
based on their networking performance. Small and Medium instance types have more or less
similar performance, and Large and Xlarge have identical network performance values.

The next figures display comparison between Amazon EC2 and Google GCE virtual machines
from the perspective of network performance. With the Amazon EC2 network performance graph
on the background, the difference between different instance types of Google GCE instances al-
most disappears.
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Figure 5.8: JMeter Load Time in milliseconds for Google GCE instances

Figure 5.9: JMeter Latency in milliseconds for Google GCE instances

At the first look, these results, displayed on the next two figures, can seem a bit confusing, but
such a big difference in page load time and latency between Amazon EC2 and Google GCE virtual
machines has several reasons. First, as has been indicated by the Iperf benchmark, Google VMs
have much better network performance (the bandwidth is two times higher in case of Google).
Another reason is that there are artificial restrictions on virtual machines of smaller types in Ama-
zon cloud. Virtual machines of type Small have the most severe restrictions. Also, many re-
searches mention [3], [8], [44], that virtual instances of type Small have very limited functionality,
and they are intended mostly for learning or setting-up purposes rather than for deploying some
applications that require high performance.
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Figure 5.10: Load Time in milliseconds comparison between Amazon EC2 and Google GCE instances

Figure 5.11: Latency in milliseconds comparison between Amazon EC2 and Google GCE instances

The following table presents the price-performance ratio for different virtual machine types,
used in this work, based on the results of the JMeter latency benchmark. Since the higher latency
implies worse performance, the inverse latency value was divided by the VM price. The results
are displayed in computational values. These values are not related to the computational values,
used in previous sections. According to these results, VMs in Google clouds have significantly
higher ratio compared to Amazon VMs.

.
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Amazon EC2 Google GCE
Small 0.012 0.176
Medium 0.010 0.086
Large 0.007 0.059
Xlarge 0.005 0.028

Table 5.16: Price-performance ratio for different VM types from Amazon EC2 and Google GCE based on
JMeter latency benchmarking, in computational values

5.4 RUBiS Benchmarking
This section contains benchmarking results and discussion for RUBiS, performed on Amazon and
Google virtual instances.

Amazon EC2

The optimal number of users for RUBiS benchmark is 5000 - 8000. There were two series of
experiments that represent the output when configuring both values.

The pure outcome of RUBiS benchmark is a "requests per second" characteristic, which rep-
resents how many requests per second one virtual user on a client instance can remotely make
to a server instance. It worth mentioning, that this characteristic does not change significantly in
different instance types, but the CPU load changes a lot, which is expected. Also, the percent-
age of CPU, "stolen" by the virtualizer, changes sharply depending on the instance type (or more
precisely, the current CPU load level), which might seem unusual.

“id” is the "Idle" field from the “top” command in Linux;
“st” is the “Steal Time” CPU field from the “top” command in Linux;
CPU load is calculated by subtracting the "Idle" value from 100 per cent.

Small Medium Large Xlarge
id, % 0 28 53 80
st, % 45 0.04 0.14 0.07
CPU load, % 100 72 47 20
req/s 44 49 50 51

Table 5.17: RUBiS Benchmark Results for Amazon. 8000 Users

Small Medium Large Xlarge
id, % 0 50 79 92
st, % 46 0.04 0 0.01
CPU load, % 100 50 21 8
req/s 46 50 51 52

Table 5.18: RUBiS Benchmark Results for Amazon. 5000 Users

All the data in the following two tables has been collected using the following approach: three
instances of each type have been created. Each of them was benchmarked three times. Therefore,
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Each measured value in the table is a grand-average of nine measurements.

New New New
1 2 3 avg1 1 2 3 avg2 1 2 3 avg3 AVG

Idle 53 56 55 54.67 55 52 54 53.67 54 50 51 51.67 53.3
Steal 0.3 0.2 0.2 0.23 0 0 0.1 0.03 0.1 0.2 0.2 0.16 0.14
req/s 49 48 49 48.67 51 53 51 51.67 49 48 51 49.33 49.89

Table 5.19: Example of Data Calculation for Instance Type Large, 8000 Users

As can be seen from the tables, the benchmark characteristic requests per second, "req/s", only
slightly changes depending on the virtual instance type. In fact, this value can drop if the con-
nection between client and server instances is unexpectedly slow or is being disrupted. Another
reason for the value drop can be misconfiguration of LAMP instance (Linux, Apache, MySQL,
PHP) or RUBiS benchmark, which still allows benchmark to function, but its results are unreli-
able (for example, if some RUBiS configuration scripts have not been run, or were interrupted,
and there is not enough data in the database to function properly). The highest number of re-
quests per second, which was detected during all series of experiments in this work, is 56.

The trend is similar in both cases (5000 and 8000 users), and RUBiS characteristic req/s is
higher on larger machine types.

Figure 5.12: CPU load for different instance types and 5000 or 8000 users in Amazon

The dependency of the number of users simulated in RUBiS on the CPU load for different
instance types is represented in the figure. The graph indicates the common trend that CPU
load is lower on more powerful instances. Also, it can be seen, that the larger number of users
implies higher CPU load. For the VM of type Small the load is about 100 per cent, but it is
not overwhelming - after a series of attempts during the RUBiS benchmark configuration and
calibration procedure, the number of users was selected to correspond to 100 per cent of CPU
load on the instance of type Small.

Another interesting observation is the "stolen" CPU capacity. From tables 5.17 and 5.18, it can
be seen that for the instance of type Small the amount of "stolen" CPU is about 50 per cent, while
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on larger instances it is close to zero. It turns out that if the CPU load is not high enough (not
close to 100 per cent), then the "top" command in Linux can not detect if some CPU is "stolen"
by virtualizer [43], [54]. In this experiment the CPU load of the Small instances was close to 100
per cent, so the "top" command detected that some CPU capacity (45 per cent) is being "stolen"
by the virtualizer for some other processes. Reasons for that are explained in previous chapter.
Virtual instances of larger sizes were not fully loaded during the experiment, and therefore the
amount of "stolen" CPU was close to zero. Another reason for such a high level of a CPU "steal
time" for instances of type Small compared to another instance sizes is the fact that this type of
virtual instances is the most popular on Amazon EC2 [44]. Since there are many similar instances
running at the same time, and probably on the same hardware in Amazon computational centers,
virtualizer might not be able to assign CPU capacities to all virtual instances without loosing
computational power.

Figure 5.13: The amount of "stolen" CPU performance for different instance types and 5000 or 8000 users
in Amazon EC2

Google GCE

In this part the results of series of experiments with Google GCE virtual instances and RUBiS
benchmark are discussed.

The number of virtual users for RUBiS benchmark was taken the same as for Amazon EC2,
5000 and 8000 users. This decision was made in order to keep experiment conditions for both
cloud providers the same. Later it turned out that the instance of type Small from GCE is loaded
also for about 100 per cent with this user amount, which is one of the requirements for the exper-
iment.

The experiment structure is similar to one used for Amazon EC2 earlier in this section, and
the data being gathered is the following:

"id” is the "Idle" field from the “top” command in Linux;
“st” is the “Steal Time” CPU field from the “top” command in Linux;
CPU load is calculated by subtracting the "Idle" value from 100 per cent.
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Two tables below represent the performance of Google GCE virtual instances with RUBiS
benchmark configured for 5000 and 8000 users.

Small Medium Large Xlarge
Idle 0 29.8 54.5 76
Steal Time 0.12 0 0 0
CPU Load 100 70.2 45.5 24
req/s 36 39 41 41

Table 5.20: RUBiS Benchmark Results for Google. 8000 Users

Small Medium Large Xlarge
Idle 0 34 61.7 81.6
Steal Time 0.09 0 0 0
CPU Load 100 66 37.3 18.4
req/s 37 39 40 41

Table 5.21: RUBiS Benchmark Results for Google. 5000 Users

If we compare the requests per second characteristic from both Amazon and Google, we will
see that instances from Google have on average 10 req/s less performance than similar instances
from Amazon. This result can be explained by the fact that Google virtual instances have about
12 per cent less RAM assigned to them. But RAM can not be solely responsible for a 25 per cent
decrease of the req/s value. Another factors can be differences of hardware used in computing
centers at Amazon and Google, different virtualizer settings, computing center load, etc.

However we can notice that virtual instances from Google almost don’t have any CPU capac-
ity "stolen" by virtualizer for other purposes. The "Steal time" for Small VM type value is about 1
per cent, while on more powerful machines it is zero. What could be the reasons for that? There
are two explanations. First, the virtualizer configuration, which does not allow any "stealing" of
CPU power under any circumstances. And secondly, the particular computing center or hardware
on which the virtual machine resides, is not under any heavy load at the moment.

The next table presents the price-performance ratio for different virtual machine types, used
in this work, based on the results of the RUBiS benchmark for 5000 simulated users. Since the
higher req/s value implies better performance, the req/s value was divided by the VM price. The
results are displayed in computational values. These values are not related to the computational
values, used in previous sections. According to the presented data, VMs in Google clouds have
slightly higher ratio than Amazon VMs.
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Amazon EC2 Google GCE
Small 597 880
Medium 318 464
Large 162 238
Xlarge 83 122

Table 5.22: Price-performance ratio for different VM types from Amazon EC2 and Google GCE based on
RUBiS benchmarking for 5000 simulated users, in computational values

Figure 5.14: CPU load for different instance types and 5000 users in Amazon EC2 and Google GCE

After reviewing the performance of the virtual machines, CPU load and the "stolen" CPU,
the question arises: Why do cloud providers don’t configure virtualizers in such a way that they
don’t allow "stealing" or borrowing resources from a virtual instance? Similar to internet ser-
vice providers, who’s customers share bandwidth of an uplink channel, it would be irrational
for cloud providers to assign computing capacities to their customers on a "one-to-one" basis, i.e.
when providers offer only the amount of computing power that they have on site. Since hardly
ever all hardware is fully loaded, it would be a huge waste of resources. Instead, providers use
virtualizers to automatically detect the hardware that is currently not loaded, and create a vir-
tual instance on it. In this case, hardware is often reused, which increases the overall hardware
load, but allows allocating more virtual instances than with "one-to-one" mapping. As a down-
side of this approach, when a computing center experiences heavy loads, situations can occur,
when there is not enough resources for a virtual machine to run, and the virtualizer has to "steal"
computing capacity from other customers.

Such cases are taken care by a cloud provider, and the total amount of "stolen" processing
power should not increase to the level that would significantly cut the performance of a virtual
instance, that is specified in a service level agreement. And the 45 per cent of "stolen" CPU speed
means in fact that this amount of CPU speed, that was supposed to be consumed by this virtual
machine, has been assigned to another process. But at the same time in most cases a certain
amount of CPU power from some another process has been assigned to this virtual machine to
compensate the loss. This amount can not be estimated with the "top" Linux command. All these
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processes of course influence the overall performance of a virtual machine, because the best case
scenario would be to run the VM on one hardware without any other neighboring processes that
require a lot of resources. These processes are performed by the virtualizer in computing centers
of cloud providers.

5.5 Performance Correspondence Between Cloud-
Based VMs and Physical Machines

Most of the articles about prediction of the actual performance of cloud-based virtual machines,
especially the early ones, point out that the level at which cloud providers keep their services, is
not suitable for tasks that require performance stability, because there was little correspondence
between specified characteristics on a provider’s website and real performance [58], [59], [68].

The two tables below give a performance comparison between virtual machines and similar
physical machines. The data for physical machines was collected from the openbenchmarking.org
website1, which has benchmarking data for a wide variety of benchmarks for a system with al-
most any hardware components.

Physical Machine Virtual Instance Difference
Gzip

Small 56.8 s 55.5 s -1.3 s
Large 25.7 s 25.2 s -0.5 s

C-Ray
Small 362.1 s 367 s +4.9 s
Large 217.4 s 211.5 s -5.9 s

Bork
Small 69.7 s 71.5 s +1.8 s
Large 29.4 s 28.6 s -0.8 s

Ramspeed
Small 2995.44 MB/s 2977.68 MB/s -17.76 MB/s
Large 15370.25 MB/s 15887.35 MB/s +517.10 MB/s

Table 5.23: Performance comparison between a virtual machine and similar physical machine. Data for
Amazon EC2

The performance difference in the above tables doesn’t exceed the error of 5 per cent, and this
allows us stating that performance, specified on the provider’s website corresponds to the actual
performance of virtual machines.

It is not possible to confirm the network correspondence, because for the general purpose
virtual machines, which were used in this work, providers only specify that a certain VM has
either "low", "moderate" or "high" bandwidth, without any exact numbers. But as experimental
results indicated, larger VM has higher bandwidth. However, in case of Amazon EC2, provider
specifies that machines of type Medium and Large both have "moderate" bandwidth, and the user
can assume that it is equal on both instances, but in fact, Medium instance type has bandwidth of
866 MBit/s, and Large has 912 MBit/s, and this difference (46 MBit/s) exceeds 5 per cent.

1https://openbenchmarking.org/
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Physical Machine Virtual Instance Difference
Gzip

Small 56.6 s 54.6 s -2 s
Large 17.2 s 16.4 s -0.8 s

C-Ray
Small 366 s 355.4 s -10.6 s
Large 139.1 s 135.8 s -3.3 s

Bork
Small 117.2 s 119.8 s +2.6 s
Large 26.4 s 27.8 s +1.4 s

Ramspeed
Small 5711.62 MB/s 5538.52 MB/s -173.1 MB/s
Large 9535.74 MB/s 9223.63 MB/s -312.11 MB/s

Table 5.24: Performance comparison between a virtual machine and similar physical machine. Data for
Google GCE

General purpose instances from these two IaaS providers don’t have exactly the same specifi-
cations. Google uses Intel Xeon 2.5 processors instead of Intel Xeon 2.0 which is used in Amazon.
Also, Google has uneven amount of RAM configured for its instances. More detailed information
about hardware can be found in chapter 4. But both providers apply the term "general purpose"
for these machines, and that is the reason why they were considered similar from the end user
perspective.
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Discussion

Based on the experimental results, it is not easy to determine the cloud service that has better
performance and which could be a "winner" in this comparison. Both Amazon EC2 and Google
GCE have strong and week areas. According to the data gathered by all the benchmarks in this
work, it can be concluded that virtual machines of all types, running in Google cloud, have better
CPU and network performance, and better RAM performance on the instance of type Small. On
the contrary, according to the results of RUBiS benchmark, Amazon EC2 instances have better
overall system performance when running hosted OLTP application, such as an eBay-like website,
installed and configured for benchmarking OLTP performance. Also, Amazon’s virtual machines
of type Large (8 GB RAM) and Xlarge (16 GB RAM) have better RAM performance compared
to similar Google VMs. As for the network, Google is a clear winner in this category, having
both bandwidth and latency values higher than Amazon VMs. More detailed comparison and
explanation can be found in chapter 5 - Results and Data Analysis.

The parts that presented the price-performance ratio of the virtual machines, tested in this
work, demonstrated that if taking into account both VM performance and rental price, then in
most cases Google GCE VMs are preferred over machines in Amazon cloud. Google has cheaper
offerings, and this fact can attract a large number of customers, especially those, who start ex-
ploring IaaS clouds and don’t wish to invest much money at first time. But it would be wrong
to assume that Google virtual machines have low performance since they are cheaper. In most
scenarios their performance is better or similar to the performance of Amazon VMs.

Another important factor that has to be taken into account is the price of virtual instances.
Google GCE machines are cheaper than similar Amazon EC2 machines. Combined with the per-
formance benchmarking results, that indicated that Google performs in certain tasks better than
Amazon, and in those where it performs worse, the difference is insignificant, Google GCE offer-
ings might be more attractive to customers, unless some specific requirements are set, for example
if high RAM performance is a key.

There were some interesting findings in the results of benchmarking both cloud providers. The
most surprising finding was that the network performance of the Google GCE virtual machines
is much better than at Amazon. The obvious explanation of that fact is the bandwidth, which is
about two times higher between VMs in Google cloud. Another reason could be the underlying
network infrastructure that can limit the speed with which the data packets are transferred (used
protocol HTTP, port 80), for example ACLs that filter packets based on port numbers, different
security groups and policies, used in Amazon cloud. All this factors can slow down the traffic
between hosts on a network and increase latency.

An important fact to mention is the performance data determined by different benchmarks
for the VMs of type Small in both Amazon and Google clouds. Even though the performance
of such instances has been stable at different times and also after re-creation of the instance, the
benchmarking data might seem to be a bit confusing. For example, Google VM of type Small has
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better RAM performance compared to similar VM in Amazon cloud, but the Amazon’s VM has
a bit more RAM (2 GB instead of 1750 MB), and is expected to perform better. The answer to this
issue is the virtualization rules, deployed by Amazon EC2. As was noticed while benchmarking
CPU performance, the amount of "stolen" CPU for Small VM (CPU, reassigned to some other
processes by the virtualizer) is close to 50 per cent, compared to 1-2 per cent in Google cloud.
This fact has been confirmed by a number of researches [3], [8], [44], [56] and it implies that
this VM type in Amazon cloud is built together from the unused powers on different physical
components in a data center. Therefore the actual performance of such virtual machines is less
than expected. Moreover, it is not recommended to deploy high risk applications on the VMs of
type Small or use these virtual instances for any critical processes due to possible performance
variations.

Another interesting finding is the generally high performance of Google GCE virtual ma-
chines. Taking into account the price of Google VMs compared to the price of Amazon VMs,
customers would expect lower performance of VMs in Google cloud. But as the experiments
have indicated, virtual machines in Google GCE have better or similar performance compared to
Amazon EC2, except of the OLTP performance that characterizes the system’s combined perfor-
mance (interoperability).

As for the practical application of the virtual machines, that had been benchmarked in this
work, it is also not easy to say, which exact VM suits certain task better. But after having tested
the actual performance of general-purpose machines, it is possible to make conclusions whether
one cloud service provider is better than another one from a certain perspective.

CPU and RAM performance. Based on the results of Phoronix Test Suite benchmarking,
Google GCE virtual machines have significantly better CPU performance. From the figures and
tables presented in previous chapter, the difference between Google and Amazon VMs is notice-
able. RAM performance is better in Amazon machines. But the combined performance (evaluated
by the Bork benchmark) is slightly better on Google virtual machines. As for the computer clus-
ters, Google GCE is a winner too, since it has significantly better network performance, which has
been proven by JMeter and Iperf benchmarks, and network is one of the key factors for computer
clusters.

OLTP performance. For running online transaction protocol (OLTP) applications, all system’s
components should have similar performance, so that none of them becomes a bottleneck. From
the hardware point of view these applications include interactions between CPU, RAM, I/O de-
vice and network. An OLTP-based application can be an interactive website, a blog, or a CRM.

After benchmarking virtual machines with the help of RUBiS benchmark, which simulated
an OLTP application, similar to eBay auction site, it can be stated that the performance of vir-
tual machines in Amazon cloud is better. All Amazon VMs generated more requests per second
(calculated value by RUBiS), and they had smaller CPU load. That means that all system compo-
nents of Amazon VMs in combination perform better than Google VMs. But the fact that Google
machines are cheaper than Amazon’s instances, can overweight if price is the main issue.

Network performance. One of the possible use cases of virtual machines in cloud could be
using it as a network node. A VM can be used as a VPN or proxy server or as a node in a chain of
network nodes. Regardless of the purpose, network performance is the key for a virtual machine
in this case. All network parameters matter, including bandwidth, jitter and latency. As the re-
sults of JMeter and Iperf benchmarking have indicated, the network performance of Google GCE
machines is incomparable to Amazon EC2. Google virtual machines have outstanding perfor-
mance, even VMs of type Small. Since VMs that are intended to be network nodes don’t require
high CPU or RAM performance, the largest VM type for this purpose is considered to be Medium,
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but Amazon applies severe bandwidth restrictions on these machine types, and this is the reason
why Amazon EC2 VMs are not competitors to Google GCE in terms of network performance.
Moreover, Google virtual machines cost less than Amazon instances. Without any doubt, Google
GCE is preferable provider in this category.
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Threats to Validity

As any large research, this work has a number of limitations, which are worth mentioning. The
major limitation is that all experiments had been conducted in one region - Western Europe. Both
Amazon EC2 and Google GCE have data centers in many locations in the world. Virtual instances
in each region have different performance data and pricing. Due to this fact, the results of this
work can not be applied to any other region than Western Europe. This work has scientific value
only for one region, and for people form other regions it can serve for informational purposes
or as a guideline how to perform all or a subset of experiments described on virtual machines in
another region.

Another important limitation is that cloud technology is developing and changing very fast.
It sounds positive, but from the perspective of this work, this is the factor that can make the data
presented here outdated much faster than in other areas of science. The experimental part of this
work had been conducted between January and May 2015, and the results are valid for virtual
instances and services that were available at Amazon EC2 and Google GCE at that time. These
two cloud providers are implementing new technologies and configurations all the time, and they
tend to update their hardware to newer versions almost every year. This work represents current
state of having a virtual machine at Amazon or Google, running on hardware that exists today.
And most likely after few years, when the hardware and used technologies will be upgraded
and changed, the results of this work will only serve for informational purposes. The clear trend
can be noticed after reading the Related Work section: in 2008 the performance, stability and
reliability of virtual instances was relatively low, and companies could not rely on cloud IaaS
providers. Later, in 2012, there was a major improvement of the quality of IaaS products. And
now, 3 years later, the difference in performance between physical machines and virtual instances
still exists, but it is almost eliminated. So are the articles written back in 2008 - today they only
serve for informational purposes.

Finally, the limitation related to the process of benchmarking is the selection of only two IaaS
cloud providers. If more providers would have been selected for benchmarking, it would be
possible to get an overview of the larger number of IaaS offerings available today. But since the
two providers that were selected (Amazon EC2 and Google GCE) are the main players on the IaaS
market, they reflect the general trend which all their competitors follow.
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Conclusion

This work describes the experiments performed with a set of virtual machines of two largest IaaS
cloud providers on the market - Amazon EC2 and Google GCE. The results of these experiments
are intended to help researches, developers and other categories of IaaS cloud users to choose
the virtual machine that has the best performance, required for the tasks that the user wishes to
perform with it. The performance of rented virtual machines was tested using different bench-
marking techniques and tools, such as micro benchmarks for evaluating a system’s hardware
components performance in isolation, Iperf and JMeter tools for evaluating network performance,
and RUBiS platform, which is an OLTP based auction site emulator, similar to eBay, that evaluates
the performance of a system as a whole, including the interoperability of all its components.

As the experimental results have indicated, there is no clear winner between the two cloud
service providers. Amazon EC2 has better overall system performance, as was proved by the RU-
BiS benchmark, and also Amazon virtual machines of types Large and Xlarge have better RAM
performance compared to Google virtual machines. Google VMs demonstrated higher results in
computational performance (CPU speed and CPU plus RAM performance). Furthermore, net-
work performance of Google GCE virtual instances is significantly better than VMs at Amazon
EC2. Finally, the price of the similar instances at Amazon EC2 and Google GCE differs a lot. In
general, prices for Google virtual machines are about 40 per cent smaller compared to Amazon
VMs. The lower price for GCE instances in most cases will be the key factor when choosing be-
tween these two providers, because in those categories, where Amazon virtual machines perform
better, the difference in performance is not large enough to persuade users to pay more.

8.1 Research questions revisited
This section gives answers on two research questions, stated when starting this work.

RQ1. Does the real performance of virtual machines match the characteristics specified by the service
provider?

The cloud-based virtual machines demonstrated almost the same performance compared to
the performance of the physical machines with similar architecture and hardware components. In
all cases the performance variation didn’t exceed 5 per cent, which allows stating that the answer
on the first research question is yes. Although there were clear deviations in performance even
between two instances of the same type, these deviations were not significant and they didn’t
affect the average performance value in such a way that the difference between a cloud-based
VM and a corresponding physical machine is more that 5 per cent.

RQ2. Do similar virtual machines in Amazon EC2 and Google GCE have similar performance?
Based on the results of the cloud-based virtual machines, it can be concluded that the answer

on the second research question is no. The actual performance data of instances of the same type



58 Chapter 8. Conclusion

in Amazon and Google is different. And in some cases this difference is compelling. As the per-
formance evaluation has indicated, Google VMs have better computational and network capacity,
while Amazon VMs have better overall system performance.

The results of this work are only suitable for the region of Western Europe for both Amazon
EC2 and Google GCE, since all virtual instances had been created and experiments had been
conducted in this computational region. Therefore the results of similar experiments at another
region will differ from the results presented in this work. Furthermore, the change of hardware
used in computing centers of cloud service providers, virtualization techniques and pricing plans,
will also affect the results of similar experiments, performed after such changes. Therefore, the
results of this study are only valid when all the mentioned parameters stay the same as they were
in January-May 2015, when this work had been performed. But nevertheless, this work can serve
as a guideline for future researches on how to conduct similar experiments, install and configure
system performance evaluation tools and perform benchmarking of cloud-based services.

8.2 Outlook
The future research that could be a possible continuation of this work, could include extension of
benchmarking tools being used. In particular, it would be beneficial to deploy a second bench-
mark, that can evaluate the overall system performance and components interoperability, similar
to RUBiS. This would allow researchers to compare results of two independent benchmarks, that
perform similar evaluation. Another direction of continuing this study is to get a community
that is specialized in cloud computing and cloud benchmarking involved in this research. In
particular, a group of people could evaluate performance of most popular virtual machines af-
ter any change in hardware components or a virtualization mechanism, deployed by the cloud
service provider, and then gather this data in a table or any other form that would allow easy
comparison of different service providers and products they offer. Amazon EC2 and Google GCE
infrastructure allows creating images of virtual machines, so they could be easily recreated at any
time, using any VM type available at the moment, without any additional configuration. There
are already some communities that perform benchmarking of different cloud services (the most
popular one is CloudHarmony1), but current communities don’t have benchmarking results for
all available VM types, even from the two major IaaS cloud providers. There are specialized fo-
rums, dedicated to either Amazon EC2 and its products, or to Google GCE, where users of these
IaaS clouds share their experience and help others to resolve problems that new users usually
face when they start using cloud services. If there could be possible to perform benchmarking
of cloud-based VMs and post the results there, that would significantly simplify the process of
choosing the best offering for customers.

When cloud-based virtual machines become more popular, their performance becomes more
stable, cloud services become more secure and transparent, and their price gets lower, then many
businesses will draw attention to them as the way of saving money and decreasing IT configura-
tion complexity. This would mean the start of the era of widespread cloud deployment. So far
we can see that cloud technologies are moving towards this, cloud providers are constantly im-
proving their products, and prices for cloud resources are decreasing. Researches and developers,
who work in the area of cloud analysis and performance evaluation, help to bring closer that era
by sharing their knowledge with partners and educating future cloud service users.

This work provides the results of benchmarking of two major IaaS cloud providers, and it also
draws attention to the fact that it is important to know the actual performance of cloud services,
before selecting one or another provider to start a virtual machine in its cloud. This performance

1https://cloudharmony.com/
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data in combination with the analysis of VM prices assists in making a right choice when selecting
a virtual machine for particular purposes.
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