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SUMMARY

Gaining higher-level evolutionary information about large software systems is a key challenge in dealing
with increasing complexity and architectural deterioration. Modification reports and problem reports (PRs)
taken from systems such as the concurrent versions system (CVS) and Bugzilla contain an overwhelming
amount of information about the reasons and effects of particular changes. Such reports can be analyzed
to provide a clearer picture about the problems concerning a particular feature or a set of features.
Hidden dependencies of structurally unrelated but over time logically coupled files exhibit a good potential
to illustrate feature evolution and possible architectural deterioration. In this paper, we describe the
visualization of feature evolution by taking advantage of this logical coupling introduced by changes
required to fix a reported problem. We compute the proximity of PRs by applying a standard technique
called multidimensional scaling (MDS). The visualization of these data enables us to depict feature evolution
by projecting PR dependence onto (a) feature-connected files and (b) the project directory structure of the
software system. These two different views show how PRs, features and the directory tree structure relate.
As a result, our approach uncovers hidden dependencies between features and presents them in an easy-
to-assess visual form. A visualization of interwoven features can indicate locations of design erosion in the
architectural evolution of a software system. As a case study, we used Mozilla and its CVS and Bugzilla data
to show the applicability and effectiveness of our approach. Copyright c© 2004 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Analyzing software evolution can be addressed from many different viewpoints. We focus on analyzing
the evolution of features since they are a natural unit to describe software from the perspective of the
application user and the software developer. A software design may erode during the project’s lifetime
and features which were initially implemented in different modules become more and more interwoven.
Our goal is to reveal this architectural deterioration through the use of information collected during
implementation and maintenance. This facilitates the comprehension of a software system in the light
of a complex reengineering process [1].

Version control systems such as the concurrent versions system (CVS) or ClearCase and bug-
tracking systems such as Bugzilla or ClearQuest are information repositories that contain a tremendous
amount of historical information, but in most cases are not further exploited and only used as a
passive data container. However, several studies [2–6] have shown the potential of these data to carry
meaningful historical information for many kinds of software evolution analyses.

By analyzing problem and modification data, our approach reveals how and where in the source tree
features reside, how they have co-evolved over time, and to what degree they are coupled to each other.
Distances between features can be expressed as the (inverse) number of problem reports (PRs) that two
features have in common. As a result, dependencies such as logical coupling through PRs can be used
to group features to sets of closely related files and classes.

Architectural deterioration can be identified, for example, if a single PR requires the fixing of many
files in different parts of the system and if bug fixing of this kind of problem almost always involves the
same set of files to be changed, or if a feature is implemented in many different parts of the system with
increasing scattering of its implementation across many system parts over time. Feature co-evolution
and feature dependencies, on the other hand, can be identified if in most cases two (or more) features
are changed together based on the same (kind of) PR, for example. All these evolution analysis data
can be visualized by an automatic layout algorithm that creates graphical representations to be used by
a software engineer as diagnostic aid in detecting design erosion or architectural deterioration.

We have taken Mozilla as a case study to show the effectiveness of our approach. Mozilla consists of
about 10 480 C/C++ source files comprising 3.7 million source lines in 2500 subdirectories. The bug-
tracking system Bugzilla contains more than 180 000 PRs and the version control system CVS contains
more than 430 000 modification reports. Mozilla basically consists of 90 modules maintained by 50
different module owners. Given these characteristics, we consider Mozilla and its historical data as a
large open-source software system that has been developed quite successfully over several years.

Modification reports (MRs) taken from Mozilla’s CVS repository and PRs taken from the Bugzilla
bug-tracking repository contain an overwhelming amount of information about the reasons for small
or large changes to the software, for which adequate data filtering mechanisms need to be applied
to enable useful and meaningful analyses. Hidden dependencies of structurally unrelated but over
time logically coupled files (i.e. files that most often are changed together although residing in
separate modules or subsystems) further exhibit the potential to illustrate feature evolution and possible
architectural shortcomings.

The approach presented here addresses this problem by grouping feature related PRs and presenting
the results in visual form. The input data for this process are selected from a release history database
(RHDB) [7] which contains MRs, PRs and feature data. For every feature to be inspected, the related
PR information is selected from the RHDB. Then, the distance between two PRs can be expressed as
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the number of files commonly modified to fix both problems. The more files they have in common, the
closer the distance between the PRs. On the basis of these proximity data, groups of related reports are
formed by applying a technique called multidimensional scaling (MDS) [8] on this data. Results of the
MDS process are visualized in a two-(or optionally higher-)dimensional space.

Grouping PRs can reveal hidden dependencies between features, but it can be also used to identify
groups of commonly modified program code. Results from this analysis can be used as an indication
of a degraded system architecture or of design erosion.

The remainder of this paper is organized as follows. Section 2 gives a brief overview of related work
in the area of visualization of large-scale software evolution. In Section 3 we introduce the data sources
used, the selection and qualification of relevant PRs as well as the feature extraction process. Section 4
describes the visualization of the feature evolution resulting in two different kinds of view: feature view
and project view. We conclude the paper in Section 5 and indicate areas for future research.

2. RELATED WORK

The analysis of software evolution based on release history information and the visualization of these
results has been addressed by only a few researchers so far. Some of them also have used Mozilla as a
case study for their investigations.

In [9], Taylor and Munro described an approach based on revision data to visualize aspects of large
software such as active areas, changes made, or sharing of workspace between developers across a
project by using animated revision towers and detail views. Since their approach is purely based on
revision history, additional important information such as PRs or feature data are not considered for
visualization.

Similar to the environment used to produce the results presented in this paper, Draheim and
Pekacki proposed a framework for accessing and processing revision data via predefined queries and
interfaces [10]. Linkage of their data model with other evolutionary project information—such as PR
data as required for our analysis—and making them accessible for external queries is beyond the scope
of their work.

Mozilla has been already addressed, for example, by Mockus et al. in a case study about open-source
software projects [11]. They also used data from CVS and the Bugzilla bug-tracking system but—in
contrast to our work—focused on the overall team and development process such as code contribution,
problem reporting, code ownership, and code quality including defect density in final programs, and
problem resolution capacity as well.

Bieman et al. [12] used the change-log information of a small program to detect change-prone
classes in object-oriented software. The focus was on visualizing classes which experience common
frequent changes, which they called pair change coupling. Instead of grouping coupled objects they
used standard UML diagrams together with a graph showing the number of pair change couplings
between change-prone classes to visualize their analysis results.

Similar to an earlier approach of our group described in [13], Kemerer and Slaughter used
modification reports as the basis for their analysis [5]. They used a refined classification scheme
for modification reports (corrective, adaptive, perfective enhancement [14], and new program) for an
analysis of ordered change events and put quite some effort in the classification of change events.
As a result, they were able to reveal different phases of a system’s life cycle. Unfortunately, formal
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mechanisms to record such historical data during the development process are still not supported in
software development tools. While they have thoroughly investigated longitudinal system evolution,
our focus is on visualizing hidden dependencies between components of a system reflected by any
kind of traceable pattern, e.g., commonly and frequently changed modules or common PRs.

In [15,16], Lanza and Ducasse depicted several releases of a software system in a matrix view
using rectangles. The width and height of rectangles represent specific metrics (e.g., number of
methods, number of instance variables of classes) according to the history of classes are visualized.
Based on this generated evolution matrix, classes are assigned to different evolution categories such as,
for example, pulsar (class grows and shrinks repeatedly) or supernova (size of class suddenly explodes).
Whereas they analyzed the evolution of classes, we focus on features. However, a combination of both
approaches could be promising.

In [13,17], our group examined the structure of a telecommunications switching software (TSS) over
more than 20 releases to identify logical coupling between system and subsystems; a similar study
has been carried out by Bieman et al. in [12]. Based on the release history data of this TSS, Riva
et al. presented an approach to use color and 3D to visualize the evolution history of large software
systems [18]. Colors were primarily used to highlight the main incidents of the system’s evolution and
reveal unstable parts of the system. In the interactive 3D presentation it is possible to navigate through
the structure of the system on a very coarse level and inspect several releases of the software system.
Our work extends this approach by including feature and PR data.

Zimmermann et al. presented a fine-grained analysis approach for CVS data that considered all kinds
of entities starting from the statement level [19]. Their ROSE prototype identifies common changes
between syntactical entities rather than files or modules, which are the focus in our work. In their
work, they described the clear limitations of such an approach for fine-grained evolution analysis.

Dickinson et al. [20] used MDS to cluster execution traces of faulty programs and compare the
output with pre-determined test-cases. Our approach differs in that we operate on source-level and PRs
indicated on features and source-level elements.

3. BUILDING UP AND FILTERING QUALIFIED EVOLUTION DATA

To visualize evolution it is first necessary to build up a relevant set of data by filtering and qualifying
data across information sources. Our analysis is based on three main sources: (1) MRs taken from
the CVS [21]; (2) PRs taken from Bugzilla [22]; and (3) the executable program to extract feature
information. Data in sufficient quantity and quality is offered via publicly accessible resources from
the Mozilla [23] project.

The Bugzilla bug-tracking system supports seven severity levels of PRs [24]: blocker (‘application
unusable’, 4460 PRs), critical (‘crashes, loss of data, severe memory leak’, 17 946 PRs), major (‘major
loss of function’, 21 041 PRs), normal (10 139 PRs), minor (‘minor loss of function, or other problem
where easy workaround is present’, 112 380 PRs), trivial (‘minor cosmetic issue’, 3992 PRs), and
enhancement (13 349 PRs). Since the Bugzilla bug-tracking system already offers well-classified PR
data in sufficient quantity and quality, we decided to stay with the existing scheme to identify coupling
between system parts. On a coarse level Mozilla can be divided into 90 modules maintained by 50
different module owners. For the current Mozilla application suite (version 1.3a) there exist 10 477
source files in C/C++ containing 3 731 552 source text lines or 2 443 085 lines of code in 10 434 files
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Figure 1. Information flow and process steps.

(see also [4]). For the selected components in our case study we counted 733 573 source text lines or
515 529 lines of code. Given these key data, Mozilla can be classified as a large-scale software project
with solid software evolution analysis challenges.

3.1. The process of analyzing evolution data

The information flow and the process steps for analyzing evolution data are depicted in Figure 1.
Data are extracted as follows: the CVS is used to retrieve the historical data provided as MRs;
the executable program is required to gain feature information; and the PR information is retrieved
from the bug-tracking system. From these three sources the RHDB is built up which provides a filtered,
validated and thus qualified set of data for our purpose. Queries are used to retrieve the required set of
input data for the optimization process from the RHDB. The output of this step is used for visualization.
The data sources and the process steps are described in more detail in the following sections.

3.2. RHDB

We have downloaded the relevant MRs and PRs, and filtered, validated and stored the data in our RHDB
according to our data-filtering mechanisms described in [2,7]. General information about entities and
artifacts of the software’s source code and modification reports are stored in the RHDB. The relation
between them was rather easy to establish, since the relevant information is contained in a consistent
form within the change logs from the CVS repository. PRs from the bug-tracking system are stored
as separate entities. The re-establishment of the linkage between MRs and PRs was crucial in the
reconstruction of the RHDB since no formal mechanisms are provided by CVS to link this information.
In the rebuild process we used the PR IDs found in the modification reports of CVS to link modification
reports and PRs. These IDs have been entered by the authors of the source code modifications as free
text. Natural problems were: (1) context not clear in which an ID was used; (2) incorrect report IDs,
e.g., typos; or (3) no IDs were identified at all. Whereas we were able to solve the first two problems
with reasonable effort (e.g., fine-grained regular expressions, exclusion of number ranges), we did not
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Table I. PRs from Bugzilla.

Status

Resolved Verified

Resolution All Ref All Ref

Duplicate 13 855 66 41 648 487
Fixed 14 806 7705 36 620 18 940
Invalid 4551 43 9116 113
Won’t fix 1823 46 3123 69
Works for me 9765 93 15 569 308

find a feasible solution for the third problem to reconstruct this information, e.g., by evaluation of patch
data attached to PRs.

IDs in MRs are detected by a set of regular expressions. A match is rated according to the confidence
value we have assigned to the expression and can be high (h), medium (m), or low (l). The confidence is
considered high if expressions such as <keyword><ID> can be detected whereas a five digit number
just appearing somewhere in the text of a MR without a preceding key word is considered low.

To verify the results from the reconstruction process we used the patch information that is sometimes
attached to PRs. These patches contain file name information that can be used to validate the results
from the linkage reconstruction. If a patch was found which confirms the linkage, the rating value was
changed from (h) to (H), (m) to (M) and (l) to (L), respectively. Details can be found in [2].

3.3. Qualification and selection of PRs

Next, we present our quantitative results for reconstructing and validating links between MRs and
PRs. Table I compares the data for the most important PR categories ‘Resolved’ and ‘Verified’ of the
Bugzilla database. Column ‘All’ lists the total amount of reports downloaded, whereas ‘Ref’ lists the
number of references found in MRs.

Table II gives a summary of PRs for some products covered by the Bugzilla database. For the product
we are interested in, i.e., ‘Browser’ or ‘MailNews’ which is part of the Mozilla application suite, we
found at least 50% of the downloaded reports. Indicative for a false positive detection (or maybe wrong
tracking state) are the categories ‘Bugzilla’, ‘Tech Evanglism’, or ‘mozilla.org’, since they cover no
browser development related issues.

To further improve the results of our analysis process, we need to reduce the impact of PRs not
directly related to fixing a specific functional problem. We inspected the description of the largest
reports and tried to find a criterion for the selection of our data sets. Reports such as ‘license foo’
(PR ID #98089, with 7961 referenced files), ‘printfs and console window info needs to be boiled away
for release builds’ (#47207, 1135), or ‘Clean up SDK includes’ (#166917, 888) are considered as
irrelevant since they primarily concern administrative problems. Since MRs such as ‘libtimer gtk s is
causing link problems’ (#11159, 300) or ‘repackage resources into jar files’ (#18433, 289) are still
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Table II. Products and PRs.

Fixed reports All reports

Product All Found % All Found %

Browser 35 520 20 396 57.42 129 889 22 208 17.10
Bugzilla 1630 9 0.55 4564 26 0.57
MailNews 7089 4583 64.65 29 112 4978 17.10
Tech Evangelism 1314 6 0.46 4908 16 0.33
mozilla.org 1126 5 0.44 2122 15 0.71

concerned with administrative issues, we decided to use 255 as the upper bound of referenced files
per MR to define a relevant PR for our considerations. This heuristic defines a relevant PR for our
considerations and guarantees not to lose any ‘major’ or ‘critical’ PRs.

3.4. Feature extraction

Since features are used in communication between users and developers, it is important to know which
features are affected by the (future) functional modifications of a software system. According to [25]
a feature is a prominent or distinctive aspect, quality, or characteristic of a software system or systems.
For our purposes we use the more practical definition of a feature as an observable and relatively closed
behavior or characteristic of a software part [26].

The goal of the feature extraction process is to gain the necessary information to map the abstract
concept of features onto a concrete set of files which implement a certain feature. To extract the required
feature data we applied the software reconnaissance technique [27,28] within our Linux (RedHat 8.0
and SuSE 8.1) development environment. GNU tools [29] have been used successfully in [30] to extract
feature data.

First, we created a single statically linked version of Mozilla with profiling support enabled.
From several test runs where the defined scenarios (see Table III) were executed, we created the call
graph information using the GNU profiler. The call graph information was used to retrieve all functions
and methods visited during the execution of a single scenario. Since our analysis process works on the
file level, we mapped function and method names onto a higher level of abstraction. In the next step,
‘feature data’ were extracted from file name mappings using set operations. For example, the Xml
feature was extracted by the following expression:

Xml = (MathML ∩ XML)\(Core ∪ HTTP ∪ PNG ∪ fBlank ∪ hBlank ∪ ChromeGIF)

The names in the above expression represent the set of files extracted in the previous steps from the
executed scenarios. Table III also lists the names assigned to the features, the fill styles which are used
for their visualization, and the number of files retrieved. Finally, we imported the filename-information
into the RHDB along with the release number of the program from which the data were retrieved.
In our case it was Mozilla version 1.3a with the official freeze date 2002-12-10 (even though we found
one MR with a time-stamp 2002-12-12).
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Table III. Scenario definitions with features.

Scenario Description Feature Fill style ID Files

Core Mozilla start / blank window / stop Core 00 705

HTTP TrustCenter.de via HTTP∗ Http ��
��
��

��
��
��

01 28

HTTPS TrustCenter.de via SSL/HTTP Https ��
��
��

��
��
��

02 6

File read TrustCenter.de from file — — —

XML XML Base (see http://www.w3c.org/)∗ Xml ��
��
��

��
��
��

09 65

MathML mathematic in Web pages∗ MathML
��
��
��
�� 08 13

About ‘about:’ protocol About
��
��
��
�� 10 3

fBlank read blank html page† Html
��
��
��
�� 03 76

hBlank blank html page via HTTP∗ — — —

Image — Image
��
��
��

��
��
��

04 3

ChromeGIF Mozilla logo: chrome://global/content/logo.gif ImageGIF
���
���
���
��� 07 4

PNG image: Portable Network Graphics∗ ImagePNG
���
���
���
��� 05 10

JPG image: Joint Photographic Experts Group∗ ImageJPG
��
��
��

��
��
��

06 16
∗Copies of the Web pages used are available at http://www.infosys.tuwien.ac.at/staff/mf/jsme/elisa/.
†The file contains the following HTML tags: <html><head></head><body></body></html>.

The distribution for all types of reports referenced from MRs for the core feature (represented as
white bars in the background) and the other extracted features (represented by different fill styles)
is depicted in Figure 2 using a bi-monthly time-scale. Since the number of reports for the core is a
magnitude larger than the number of reports for the other features, we used a scale ratio of 10 : 1 for
the boxes. The largest number of reports found for a single period was 3628 ending on 2000-06-05.
To visualize the core-to-feature ratio, the bottom of the white bars are shaded according to the ratio
calculated.

It can be seen from the number of fixed PRs for the features, that periods with less activities are
during the summer time and at the end of each year. Thus we decided to use one year as time-frame in
the visualization of feature dependencies in Figure 3.
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Figure 2. Distribution of PRs fixed for core and selected features.

4. VISUALIZING FEATURE EVOLUTION

Visualization is a useful technique to present complex feature interrelationships. We use two different
types of views to facilitate the understanding of evolutionary changes in large software systems: (1) the
feature-view focuses on the PR-based coupling between the selected features; and (2) the project-view
depicts the reflection of PRs onto the directory structure of the project-tree.

4.1. Feature view: projecting PRs onto features

This view focuses on the visualization of features and their dependencies via PRs. The degree of
coupling between two features is represented by edges whereas the number of references (i.e., the edge
weight) from PRs to files is expressed as a line width. Each line indicates the coupling of files through
PRs on the feature level rather than the file level. In fact, all entities contributing to a feature are drawn
on the same position, which supports the impression that features are compared.

To reduce the number of visible edges—one PR can affect several items of a feature—and to
visualize only important edges, we use the following criteria: (1) the edge weight between nodes is set
to 200—if the actual weight is greater—to reduce the impact of outliers, i.e., dominant edges (upper
bound); and (2) an edge must have at least 10% of the weight of the highest weighted edge to be
visible (lower bound). As a consequence, every edge in Figures 3(b), (c) and (d) represent at least 20
references. Since the maximum number of references in Figure 3(a) is 168, the smallest visible edges
represent 17 references. To scale down from the large number of references we used the logarithm
function to determine the visual line width. The actual number of PRs that features have in common
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Figure 3. Dependencies between features reflected by large PRs: (a) 1999; (b) 2000; (c) 2001; and (d) 2002.

and the total number of PRs for every feature can be found in Table IV. Due to the small number of files,
which means a small number of PRs, for the features ImageGIF, Image, and About and the threshold
for references, almost no coupling is depicted even though some references do exist. If a feature is not
shown in one of the figures, we could not find any PR for the specified period or the threshold was not
reached. An isolated feature indicates only ‘local’ PRs, but no references to other features.

Figure 3 depicts the results for the observation periods 1999, 2000, 2001, and 2002, in which features
are aligned on a circle and visualized according to the fill style given in Table III. From 1998 to 1999
(the result depicted in Figure 3(a)) we found virtually no coupling between features. The result changed
in the subsequent observation periods, not dramatically but constantly. In Figure 3(b) the situation for
2000 is depicted and indicates that the focus shifted from Http to other features such as Html, Xml, and
MathML.
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Table IV. Total number of ‘couplings’ between features.

Feature Period

Feature 01 02 03 04 05 06 07 08 09 10 <2000 2000 2001 2002 Total

01/Http 0 20 10 7 0 2 2 0 7 4 24 63 155 129 371
02/Https 0 2 1 0 0 0 0 2 0 0 1 69 61 131
03/Html 0 6 0 1 46 16 29 1 87 116 140 122 465
04/Image 0 0 15 5 0 3 2 5 5 54 31 95
05/ImagePNG 0 0 0 0 0 0 0 0 3 5 8
06/ImageJPG 0 0 0 0 0 1 0 22 11 34
07/ImageGIF 0 17 36 0 15 61 75 38 189
08/MathML 0 67 0 2 9 32 72 115
09/XML 0 1 7 34 105 110 256
10/About 0 2 1 2 1 6

In 2001, the situation changed substantially and is depicted in Figure 3(c). The partially connected
graph has turned into an almost fully connected graph and the number of reported and fixed problems
have more than doubled (from 290 to 657). Except for feature ImagePNG, all features are affected by
system-wide changes! In 2002 (see Figure 3(d) the situation slightly improved since the number of
reported problems dropped to 580.

As a result, this kind of visualization can be used to point out phases of architectural deterioration
on the basis of feature dependencies. Our window of observation for every figure was one year, but that
can be changed according to the given data set of the particular system under study. Such visualizations
can be used (a) to assess the point of time when some restructuring or reengineering activities should be
started and (b) to estimate the likely amount of resources that will be required for changing particular
features and/or system parts.

4.2. Project view: projecting PRs onto project-tree structure

The goal of this view is to visualize the reflection of PRs onto the directory structure of the project-tree.
We assign weights to both edges of the tree structure and the edges introduced through the coupling
of PRs, and search for groups in the resulting data set. The output of the optimization process, i.e., the
node positions of the optimized graph, are visualized using a conventional drawing program, whereas
the resulting graph is enriched with feature information.

Formally, two nodes vi and vj of the graph G are connected if a directory path of the project-tree
exists between these nodes such that we can define a relationship R in the form viRvj , or the nodes
share a PR pn, denoted as viRpn ∧ vj Rpn. The weights for the edges between nodes are computed by
formula (1) below, in which n specifies the current number of connections between the two nodes and
nmax the (global) maximum number of connections between any two nodes of the graph:

weight(vi, vj ) = (−1)

(
n

nmax

)k

+ o (1)
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For an offset o = 1 all weights are mapped by the above formula onto a range of [0 . . . 1], where 0
means the closest distance (k controls the distance generation between closely related nodes). We use
the tool Xgvis [31] (which implements the multidimensional scaling algorithm) to process the graph to
obtain the final position information of the graph nodes. The position information is then used as the
input for the drawing program Xfig [32].

4.2.1. Generating the visualizations

The input data for Xgvis and Xfig used for visualization are generated by a Java program. This program
accepts some arguments which allow the user to control the data selection and generation process
(date-range, features, PR severity). A critical step in the data generation process is the selection of
parameters for the weights since this has a direct impact on the final layout. We used a ratio of at least
20:1 for project-tree edges and PR edges. This scheme gives more emphasis to the directory structure
than to connections introduced by PRs. In the first phase of the data generation process, the objects of
the project-tree are assigned to their respective nodes of the graph. The minimum child size (minchild)
specifies which nodes remain expanded or will be collapsed. Collapsing means that objects from the
sub-tree are moved up to the next higher level until the size criterion is met, but not higher than the
first level below the ‘ROOT’ node. Since the complete Mozilla project-tree consists of more than 2500
subdirectories, we had to simplify the resulting graph and so we cut off unreferenced directories. In the
second step it is possible to move fewer referenced nodes to a higher level to obtain a more compact
representation. The effect on the graph is that unreferenced leafs are suppressed, although they contain
enough objects to meet the minchild criterion.

In Figures 4 and 5 the project directory tree is shown as gray nodes connected by black dashed lines.
The root node is labeled ‘ROOT’ and the features are indicated by filled in boxes according to the fill
styles given in Table III. Coupling between nodes as result of common PRs are indicated by gray lines.
Thicker lines and a darker coloring means that the number of PRs that the two nodes have in common
is higher. Since the optimization algorithm tries to place connected nodes close to each other, stronger
dependencies can be spotted easily.

One marginal problem is the limited layout area in the two-dimensional solution space: all nodes
must be placed at least somewhere within a single plane and the placement of nodes after the
optimization is only indicative within a certain radius. Naturally, this radius depends on the total
number of nodes. By zooming-in, it is possible to provide a better picture of otherwise overlaid areas.
An n-dimensional solution space could yield better results but it is very difficult to visualize. In general,
the layout after optimization is one possible solution. It also does not necessarily mean that a global
minimum for the given distances has been achieved. Xgvis supports up to 12 dimensions, which would
yield better results for the optimization step, if, for example, more features were used; but then the
results are difficult to visualize.

4.2.2. Results: how features Http, Https, and Html relate

The three features Http, Https, and Html are depicted in Figure 4. As raw data we selected all PRs for
these features with the exception of PRs classified as enhancements from the start of the project until the
freeze date. Parameters, which influenced the project-tree node selection process, were minchild=10
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Figure 4. Relation of features Http, Https, and Html via PRs.

(the number of artifacts, i.e. files in a subtree) and compact=1 (the number of PRs referenced by a
node).

For the optimization process, we weighted the edges of the project-tree with 20 (this gives more
emphasis on the project structure), whereas an edge introduced through a single PR was weighted
with 1. The factors k = 0.2 and o = 0.2 for the weight function were used to emphasize the spreading
between nodes for visualization purposes.

The overall amount of PRs detected for a node is indicated via the diameter of a node and features
‘hosted’ by a node are attached as boxes. Easy to recognize is the placement of nodes belonging to
the Html feature on the right-hand side, and Http, Https on the opposite side of Figure 4. The nodes
netwerk.base, netwerk.protocol.http, and security.manager.ssl are interesting since they are coupled
via 90 PRs for base–http and 40 PRs for each of the other two edges. This indicates a high degree of
coupling between the features Http and Https.

Another interesting aspect is the spreading of the Html feature over 10 different nodes. Modifications
may be hard to track since several files in different directories contribute to a single feature. The two
nodes content.base and layout.html.base are remarkable since they are coupled via 35 PRs although
only four and three files are located in their respective directories.

As a result, Figure 4 shows strong change dependencies for the involved features across different
directories and points to architectural deterioration distilled from the evolution data: (1) dependencies
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Figure 5. Relation of core and features via PRs.

across branches of the project-tree may indicate that there exist dependencies such as invocation,
access, inheritance, or association; (2) frequently reported problems concerning certain source code
locations of features can point to implementation or design problems; (3) features spread across the
project-tree may indicate the involvement of large amounts of the code base for their realization and
thus the impact of modifications can be difficult to predict.

4.2.3. Results: how all features relate with the core

The core feature and all other investigated features are depicted in Figure 5 on a coarse-grained level
(edges that represent less than five references are omitted). For this configuration we selected all reports
which were rated major or critical. We also set the minimum sub-tree size to 250 (minchild) entities and
the minimum number of PR references to 50 (compact). This resulted in a graph with 37 nodes and 315
edges induced by PRs. By changing the values for minchild and compact it is possible to generate
an arbitrarily detailed graph of the whole project. Since Mozilla has more than 2500 subdirectories a
complete graph representation of the whole project-tree is far beyond the illustration capabilities of this
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Table V. Frequently modified file pairs (subset).

P M Directory content Directory layout

50 27 events.src.nsEventStateManager.cpp html.base.src.nsPresShell.cpp
46 11 base.src.nsDocumentViewer.cpp html.base.src.nsPresShell.cpp
23 13 xul.content.src.nsXULElement.cpp html.base.src.nsPresShell.cpp
21 8 xul.content.src.nsXULElement.h html.style.src.nsCSSFrameConstructor.cpp

medium. It is intuitive that the most critical subsystems in Mozilla are connected in the visualization,
which is also supported by our findings.

The nodes with the highest density in severe PRs are content (with 608 references), layout.html
(444), layout.xul.base (223), and layout (212). Another interesting aspect is the spreading of edges.
In total 343 connections between nodes are depicted. If we select only those edges representing at least
10 references, then we can find the following ranking: node content with 19 edges, layout.html with
10, docshell with nine, dom with five, and layout.xul.base, netwerk and uriloader with four edges each.
The other nodes have three or less edges with such a weight. In total, 23 nodes share edges with other
nodes with at least at least 10 references, but 19 of them are connected with content. This confirms the
exceptional position of content, which is also indicated by the six different features located there.

As a result, pictures such as Figure 5 allow an analyst to draw conclusions as follows: (1) nodes
with frequent changes appear larger than others and can be spotted easily; (2) unstable parts of a
system such as content are located near the center of the graph and they are highly coupled with other
nodes; (3) features which have a common code base are attached to particular nodes and placed close
to each other (e.g., MathMl and Xml); and (4) specific feature sets (e.g., the Image feature) that are
scattered over several nodes can be easily spotted (e.g., nodes jpeg, modules, layout.html, content).
As a consequence, locations of intensive change history and scattering of features point to software
parts that should be considered for further investigation in terms of eliminating high complexity or
architectural deterioration.

After identification of such hot spots, architectural analysis tools [33–35] can be applied for a
directed search of those code elements which are responsible for logical coupling. As example, we
inspect frequently modified file pairs via manual analysis of modification reports, source code deltas,
and call graph information. Table V lists some of the topmost modified file-pairs of the two directories
content and layout. Column ‘P’ lists the number of MRs with associated PRs and column ‘M’ lists
the number of MRs without associated PRs. As the table indicates we can expect to find a strong
relationship between event management (key, mouse, focus, etc.) located in directory event, the user
interface components in xul (XML User Interface Language), and the visualization of HTML-content
in html.

First, we show the dependency between nsEventStateManager.cpp (5384 source lines) and
nsPresShell.cpp (7961 source lines) as listed in the first row of Table V. Since both files were frequently
and pair-wise modified, we can expect to find some evidence in one of the source code deltas from CVS.
In revision 1.302 of nsEventStateManager.cpp a call to function FindContentForShell() has been added
as a new code segment. The corresponding delta of nsPresShell.cpp (revision 3.462) reveals that the
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function has been introduced with this revision. Thus, we have found a new call relationship between
these two files.

Second, we investigated revision 1.122 of nsXULElement.h (673 source lines) and revision 1.766 of
nsCSSFrameConstructor.cpp (14 330 source lines). An object type was modified; this modification—
usually numerous files have to be modified if a type is changed—is also reflected in the number
of affected files: 71 files in directory content, 23 in layout, four in extensions, and two in xpfe.
From the source code deltas it is not possible to find a direct relationship, since only those source
lines were modified where the data type was used in a declaration. An inspection of the call
graph information from the feature extraction process reveals that the method AttributeChanged() of
nsCSSFrameConstructor.cpp calls GetMappedAttributeImpact() of nsXULElement.cpp (5444 source
lines). The include file nsXULElement.h declares this method which takes an argument of the
modified type.

5. CONCLUSIONS AND FUTURE WORK

The graphical representation of dependencies between features based on PR data opens up a new
perspective on the evolution of software systems through retrospective analysis and visualization.
By intuition, PRs should have a minimal impact on different features. Situations where this is not the
case can be spotted easily through the graphical representation, e.g., in case of feature overlapping or
spreading. We have applied MDS of PRs linked with files and directory structures for the visualization
of feature evolution of Mozilla for the years 1999 until 2002. The tool that we developed allows
an engineer to generate two specific views of relationships and dependencies of a large software
system: (1) the feature view provides a projection of PRs onto the files that realize a particular feature,
thereby indicating otherwise hidden feature dependencies that have evolved over time (intentionally or
unintentionally); (2) the project view provides a projection of PRs onto the project directory structure
of a system and, as a result, depicts the logical coupling of software parts via one or more features.

These visualizations can be used to point to parts and phases of architectural deterioration on the
basis of feature dependencies. Our window of observation was on a yearly scale, but that can be adapted
to the given data set of the particular system under study. As a result, such visualizations can be used
(1) to assess the point of time when some restructuring or reengineering activities should be started, and
(2) to estimate the likely amount of resources which will be required for changing particular features
and/or system parts because of revealed change dependencies.

The work presented is a first step into this research direction. Currently, each validation of visualized
indications of architectural deterioration has to be done by an engineer with some external tools.
In the end, the visualization and the validation process are envisioned to be integrated in one software
evolution analysis environment.

First results using MDS are promising, thus we want to further explore this approach and analyze
other large software systems to compare, for instance, the spreading of features in commercial and other
open-source software. Of further interest are the exploration of higher-dimensional solution spaces
which should yield more optimized solutions. With Xgvis this is quite difficult since the interactive
selection and visualization only works optimal on two-dimensional data.

An interesting perspective for future work is the coupling of this visualization approach with
architecture recovery tools. One possible direction is to gain insight into the dependencies between
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PRs and architectural primitives and styles. More work will be devoted to visualization capabilities
such as highlighting or selecting diverse areas for the detailed inspection of PRs. Furthermore, we will
investigate the optimization algorithms to allow one to place related features as close to each other as
their proportional computed strength indicates.
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