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Abstract

This master thesis explores domain adaptation methods for pre-trained Large Lan-
guage Models (LLMs) to map natural language mentions from a text genre onto a
target domain ontology based on cosine similarity in a semantic vector space. For the
thesis, the input mentions are skill requirement mentions extracted from Swiss job
ad postings written in German or English, and the target domain onto which these
terms have to be mapped is the European Skills, Competences, Qualifications and
Occupations (ESCO) ontology. The objective of this task is to track changes in the
labor market and help recruiters fill positions based on skill requirements fulfilled by
candidates. The thesis explores three methods: Masked Language Modelling, Multi-
ple Negative Ranking Loss, and binary classification method for further pre-training
in order to adapt LLMs to a target domain ontology. Experiments were conducted
on 15 model variants using different input data and starting models. Two gold stan-
dard datasets, one consisting of randomly selected skill requirement mentions, and
the other specifically crafted from challenging cases, were used for evaluating model
performance. The evaluations were created by annotating the top suggestions made
by our model variants. Mean Average Precision (MAP) scores were computed based
on human annotations of the suggestions, made by each model variant for each term
in the gold standard datasets. MAP is used as an evaluation metric since more than
one mapping might be correct or acceptable, and a good ranking of the appropriate
ontology concepts can be measured via this metric. The MNR models with the hard
negative sampling strategy, wherein the negative samples are taken with lexical and
semantic similarities to the anchor term, and domain adaptation on both the job-
ads data and the ESCO ontology data were found to be the best-performing model
variants for both the English and German languages. The thesis concludes that
domain adaptation on both the input texts and the target domain is beneficial for
mapping mentions from the input genre onto the target domain. It also suggests
that using a hard negative sampling method for creating the MNR data is beneficial

compared to a random negative sampling method.



Zusammenfassung

Diese Masterarbeit untersucht Methoden zur Doménenanpassung fiir vortrainierte
Large Language Models (LLMs), um natiirlichsprachliche Erwéhnungen aus einem
Textgenre auf eine Zieldoménenontologie abzubilden, basierend auf Kosinusdhnlichkeit
in einem semantischen Vektorraum. In dieser Arbeit sind die Input-Erwahnungen
Erwdhnungen von Qualifikationsanforderungen, die aus Schweizer Stellenanzeigen
in deutscher oder englischer Sprache extrahiert wurden, und die Zieldoméne, auf die
diese Begriffe abgebildet werden miissen, ist die European Skills, Competences, Qua-
lifications and Occupations (ESCO) Ontologie. Ziel dieser Aufgabe ist es, Veranderungen
auf dem Arbeitsmarkt zu verfolgen und Personalverantwortliche bei der Beset-
zung von Stellen auf der Grundlage der von den Bewerbern erfiillten Qualifika-
tionsanforderungen zu unterstiitzen. In dieser Arbeit werden drei Methoden unter-
sucht: Masked Language Modelling, Multiple Negative Ranking Loss und eine binére
Klassifizierungsmethode fiir weiteres Pre-Training, um LLMs an eine Zieldoménen-
Ontologie anzupassen. Es wurden Experimente mit 15 Modellvarianten unter Ver-
wendung unterschiedlicher Eingabedaten und Ausgangsmodelle durchgefiihrt. Zur
Bewertung der Modellleistung wurden zwei Goldstandard-Datensétze verwendet,
von denen einer aus zufillig ausgewéhlten Erwahnungen von Qualifikationsanforde-
rungen besteht und der andere speziell aus anspruchsvollen Fillen zusammengestellt
wurde. Die Auswertungen wurden durch Annotation der besten Vorschldge unserer
Modellvarianten erstellt. Die mittlere durchschnittliche Préizision (MAP) wurde auf
der Grundlage der menschlichen Annotationen der Vorschldge berechnet, die von
jeder Modellvariante fiir jeden Begriff in den Goldstandard-Datensétzen gemacht
wurden. MAP wird als Bewertungsmaflistab verwendet, da mehr als eine Zuordnung
richtig oder akzeptabel sein kann und ein gutes Ranking der entsprechenden On-
tologiekonzepte anhand dieses Mafistabs gemessen werden kann. Die MNR-Modelle
mit der Hard-Negative-Sampling-Strategie, bei der negative Stichproben mit lexi-
kalischen und semantischen Ahnlichkeiten zum Ankerterminus genommen werden,
und die Doménenanpassung sowohl fiir die Daten der Stellenanzeigen als auch fiir
die Daten der ESCO-Ontologie erwiesen sich sowohl fiir die englische als auch fiir
die deutsche Sprache als die leistungsstiarksten Modellvarianten. Die Arbeit kommt
zu dem Schluss, dass die Doménenanpassung sowohl fiir die Eingabetexte als auch
fiir die Zieldomé&ne von Vorteil ist, um Erwédhnungen aus dem Eingabegenre auf die
Zieldoméne abzubilden. Sie legt auch nahe, dass die Verwendung einer harten nega-
tiven Stichprobenmethode fiir die Erstellung der MNR-Daten im Vergleich zu einer

zufélligen negativen Stichprobenmethode von Vorteil ist.
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1 Introduction

With the advancements in technology in the field of NLP, many tasks related to
languages ranging from sentiment analysis and question answering to text classifica-
tion and machine translation are made easier. One of the main advancements that
made these tasks easier was the introduction of the transformer models, which in-
troduced the attention mechanism (Vaswani et al. [2017]). With the introduction of
the attention mechanism, many other transformer models were created, with BERT
(Devlin et al.| [2019]) being the first transformer model. However, language itself is
complex to understand, and for specific tasks like machine translation or text sum-
marization, the language model used needs to have a good understanding of how
language is structured. And if we decide to train a transformer for every specific
task, then instead of understanding language the model would try to understand
the task-specific pattern for getting the best response for a task. An alternative
to this approach is to instead pre-train a Large Language Model (LLM) using a
very general task such as predicting masked words or the next word. The general
language understanding gained from these tasks can then be transferred (transfer

learning') to more specific tasks where less training data is available.

Further pre-training and fine-tuning large pre-trained LLMs to a particular domain
or task has proved beneficial as part of domain adaptation (|[Gururangan et al., [2020),
8342-8360]). However, there are numerous methods available to fine-tune LLMs for
a particular domain or task, and using the methods to adapt an LLM for a particular
domain depends on the formulation of the available domain data and what tasks we

want to achieve from that domain data.

The main motivation of this thesis is to explore which methods prove to be beneficial
for adapting a pre-trained LLM for a particular domain and tasks. The task that
this thesis focuses on is the task of classifying text mentions from an input domain
onto a target domain, where the target domain is an ontology from a particular
domain. The input and the target domains need not be the same, but they have

to be relatable to each other on some common ground. An example of the type of

!Transfer Learning: https://en.wikipedia.org/wiki/Transfer_learning
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problem where text was mapped onto an ontology includes the SGD policy mapper
project by the European Union?, wherein this tool counts the EU policies linked to
each goal and target while specifying their connections, enabling the identification of
crosscutting initiatives - policies that address multiple goals. Another such example
is in the Paper Mirhosseini et al| [2014], wherein NLP methods and IR?® methods
are used for mapping a particular concept onto the SNOMED CT* medical domain
ontology. Other areas where mapping text onto an ontology can be beneficial are
banking and finance systems, customer support, etc. Thus we can see that the
task of mapping text mentions from an input domain onto a target ontology can be

beneficial and applicable in various application scenarios.

For this thesis, the main task is to classify worker skill requirements that are ex-
tracted from job ads data. The job ads data is from the German-speaking job market
in Switzerland, with job ads containing expressions specific to Switzerland in them.
Such a mapping would enable recruiters and job seekers to analyze the current skill
requirements in the job market and be able to fulfill those requirements easily by
mapping candidate applications onto the required skills based on the current job
market requirements. The mapping of job ad terms has to be done in an unsuper-
vised approach, with the available classes to map onto the skills and competencies
as defined in the ESCO® (European Skills, Competences, Qualifications, and Oc-
cupations) ontology, which acts as a collection of the skills and competences terms
that are usually seen in candidate job applications. The unsupervised mapping is
to be done using the semantic similarities, rather than lexical similarity, between
the terms in job ads data and the terms available in the ESCO ontology. Figure
represents a flow chart of how the job ad data and the ESCO ontology data are
combined via pre-training and fine-tuning of LLMs, and then those LLMs are used
for the end task of mapping terms onto the ESCO ontology, and Table [1| gives an
example of the actual job ad mentions and the matching ESCO concepts from the
ontology. Since the task of mapping job ad terms onto ESCO terms is very depen-
dent on the domain data, it is thus beneficial to adapt LLM to the domain of ESCO
rather than using an out-of-the-box LLM for mapping.

2SGD Policy mapper: https://knowsdgs.jrc.ec.europa.eu/sdgmapper
3Information Retrieval: https://en.wikipedia.org/wiki/Information_retrieval
4SNOMED CT Ontology: https://bioportal.bioontology.org/ontologies/SNOMEDCT

SESCO: https://esco.ec.europa.eu/en/about-esco/what-esco
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Job ad mentions Class numeric Class label

** Second Level Support ** | skill/S5.2.3 resolving computer problems
Koordination,  Unterstiitzung
von Key Usern

** EDV ** DOS, Windows skill/T2.3 Handhaben von Problemen
FAGE ** FA SRK ** isced-f/0913 Krankenpflege und Hebamme-
nausbildung

Table 1: Example of mapping of job ad mentions with concepts from the ESCO
ontology. The terms in italics are the central job ad mentions, and the
other terms are surrounding context terms passed along with the job ad
mentions. The class numeric is the tag of the concept class to which the
skill belongs to, and the class label shows the label for that particular class.

1.1 Research Questions

Since the motivation of this thesis is to find methods that work well for adapting a
large LLM to a particular domain, the research questions that shall be answered in

this thesis, are:

1. Which pre-training and fine-tuning methods such as Masked Language Mod-
elling (MLM), Multiple Negative Ranking (MNR), and classification is helpful

for domain adaptation and the end-task of mapping terms onto an ontology?

2. Does hard negative sampling, wherein a negative sentence pair is lexically and
semantically similar to the anchor term, yield better results than using random
negative sampling for domain adaptation using the Multiple Negative Ranking

loss?

3. Does a sentence classification approach using labels derived from the structure

of an ontology prove to be beneficial for the domain adaptation of an LLM?

4. Would using LLMs that have been further pre-trained on the input texts, be

necessary or improve the target task of mapping terms onto an ontology?

The goals to answer the above-defined research questions need data from both the
job ads and the ESCO ontology. In this regard, the first goal is to extract the
linguistic material (terms, descriptions) and conceptual structure from the ESCO
ontology and the job ads data so that it can then be restructured as per the task
that is used for fine-tuning an LLM for domain adaptation. The next goal is to

understand the relations within the ESCO data since the data has a multi-hierarchy
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Job-ad Term Data

Domain Adaptation
via Semi-Supervised,
Unsupervised, and
Supervised methods

Mapping job-ad terms onto the ESCO

LLM
ontology

ESCO Ontology data

Figure 1: Flow of mapping job ad terms onto ESCO Ontology

structure. Once the data is available from the ESCO ontology, we can then perform
pre-training and fine-tuning tasks® and evaluate the results of the model to check if
the methods used are beneficial for the end task of mapping terms onto the ontology
using an out-of-the-box LLM as a baseline. Ablation studies to check the effect of
different methods will also be conducted during the evaluation to answer which
methods, in sequence or in combination with other methods, are the most beneficial

for domain-adapting pre-trained transformer models.

1.2 Thesis Structure

The thesis is subdivided into 7 parts, wherein this part gives a brief introduction of
the motivation of the thesis and the research questions that it tries to answer.
Chapter 2 Introduces the related work for similar domains and tasks. We will look

at problems of a similar type as the one in this thesis and the methods used to solve

6Code link: https://github.com/tanmaychimurkar/ma-thesis
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those problems.

Chapter 3 Explains the domain data that is used for fine-tuning an LLM. It will be
explained in greater detail what the ESCO ontology looks like and what relations
it consists of. This section will also cover methods used for extracting the data via
a pipeline that has been designed as part of this thesis to gather data from the
ontology for a particular language.

Chapter 4 Explains the methods used for fine-tuning LLMs for domain adaptation
on the ESCO ontology and the job ads data.

Chapter 5 Gives a brief overview of the training procedure followed for building the
pipelines necessary for fine-tuning LLMs.

Chapter 6 Gives a detailed explanation of the results and their implications.
Chapter 7 Explains the conclusions from the experiments on the data and highlights

future work.



2 Related Work

Specifically for the task of classifying job-ad terms onto the ESCO ontology, the

recent work done by [Zhang et al.| [2022] explores methods for fine-tuning transformer

LM on ESCO data. They use the Kompetencer dataset, which contains job ads in
Danish and English language annotated at the span-level of skills and competencies.
They explore zero-shot and few-shot cross-lingual transfer learning on the out-of-
the-box English BERTbase model and a BERTbase model that is continuously pre-
trained on English job-posting data. They do a similar transfer learning task on an
out-of-the-box Danish BERT model and the same model is again fine-tuned on the

job posting data. An overview of the methodology they follow in is shown in Figure

2
391 EN JPs BERT JobBERT
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Taxonomy Codes from DaBERT DaJobBERT Dev. Set Test set

60 DA JPs
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Figure 2: The pipeline followed in |Zhang et al.| ﬂ2022ﬂ. Job postings in English and
Danish language are selected, and they label them with the respective
labels from the ESCO ontology data. After this step, LLMs for English
and Danish language are trained separately using zero-shot and few-shot
learning methods, and their performances are checked via dev sets of job
postings in both languages.

They mention that domain-adaptive pre-training provides short-term gains with
little cost, but there needs to be a lot of unlabelled data from the domain. On the
other hand, if the data has to be labeled, then the costs go up.

For domain adaptation with a small amount of available data, Tunstall et al. [2022]

explores methods for efficient few shot-learning without prompts. The work done
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in this paper proposes SETFIT (Sentence Transformer Fine-tuning), wherein a pre-
trained sentence transformer is first fine-tuned on a small amount of training data
and is then used to generate rich word embeddings. They used no prompts while fine-
tuning the sentence transformer models, and used few-shot learning methods with
a limited amount of data for fine-tuning. An overview of the training methodology
is shown in Figure 3] They use triplet data to fine-tune the sentence transformer,
with the data being in the form of (x., y.i, label) format, where xi and y_i are
sentence pairs with the label indicating if the sentences are related to each other. The
embeddings for the sentence pairs are generated and combined, and the classification

head uses these embeddings for training based on the labels provided.

ST Fine tuning Classification head training
) I}

Sentence
embeddings

Few-shot
training data

|
4 . Encode Il l Train
| = Geneme, Fmetrune Pre= | _ —» | sentences with o classification
“ — . sentence pairs trained ST fine-tuned ST I n |I head
|

Figure 3: The pipeline followed in [Tunstall et al.| [2022]. A sentence transformer is
initially fine-tuned, and a classification head is trained using the encoded
data obtained from the fine-tuning step

The work done in |Li et al.| [2022] mentions multi-task pre-training of LLMs via
a modified version of the MLM task on an ontology. In this paper, they used
the Masked Entity Modelling (MEM) task wherein only the entity sequence of the
input is masked instead of randomly masking words from the input. They further
use Masked Relation Modelling (MRM) wherein they mask only the relation words
between two entities. They use these two novel methods alongside the MLM method
to fine-tune LLMs on a particular ontology for domain adaptation and link prediction

in the ontology. The methodology used in is in Figure [4]

In the work done in Kim et al.| [2020], the authors suggest combining the tasks of
relationship prediction and relevance ranking tasks with target link prediction to
improve an LLM’s ability to understand the domain of the ontology and perform
correctly even if there are lexical similarities between the input term and terms in
the ontology. They propose KG-BERT, a language model fine-tuned via the link
prediction and the relationship prediction tasks on the data of an ontology. The

proposed methodology is shown in Figure [f

The work done in |Li et al.| [2019] reflects on methods for sampling negative data.

They propose 4 different model adaptive negative sampling methods, based on dif-
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Figure 4: The MEM, MRM, and MLM methods used for domain adaptation. Image

Source |Li et a1.| ﬂ2022ﬂ

ferent thresholds used to determine if a sample is a negative sample or not. They

also use matching models which are used to compare a possible negative term to

the input term to determine if they are semantically similar rather than being only

lexically similar. The methods explored in this paper are extendible to the MNR

loss strategy for mining negative samples and creating a triplet pair dataset.
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3 Data

Structured information models allow us to represent and organize knowledge in
a structured and organized manner. These models often define knowledge with a
typical set of rules and relationships. These models can be used to represent all types
of data, ranging from physical objects to abstract concepts and events. Examples

of common structured information models are:

1. ER Models: In typical databases, information is stored in the form of entity-
relationship models, which is a highly-structured data model. It is typically
used in database design, wherein relationships between different entities are

modeled using an ER diagram.

2. Resource Description Framework (RDF): This is the typical structured
model used to describe information on the web. This framework forms the
basics of the Semantic web, and data in this framework is typically represented

in triplets consisting of subject, predicate, and object.

3. Ontologies: These are models that define concepts and the relationships
between different entities. Ontologies are usually defined for a domain to

represent knowledge about that particular domain.

4. Knowledge Graphs: These are graph-based data models that are used to
store and represent information as nodes and relationships between them. The
structure of a knowledge graph helps define a rich semantic relationship be-
tween node pairs, and also allows for an intelligent search of nodes based on

their relationships.

Structured information models are used in major applications of information storage
and retrieval. Let us now look at knowledge graphs in more detail