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Abstract

Semantic segmentation is an important task in computer vision. It performs pixel-level labeling
with a set of object categories (e.g., human, car, tree, sky) for all image pixels; thus, it is generally
a more demanding undertaking than whole-image classification, which predicts a single label
for the entire image. Since Machine Learning is proposed, numerous supervised models have
achieved very good performance in semantic segmentation tasks with reasonable computation
costs. However, the performance of the supervised model is limited by the quality and amount
of the labeled datasets, which are scarce and expensive to obtain. This work adapts a popular
semi-supervised learning method, namely consistency learning, to the retinal vessel segmenta-
tion task. The main idea of this method is to minimize the differences between two predictions
generated from two variants, which are produced by applying data augmentations to the same
input, meanwhile, to maximize the agreement between the prediction and the ground truth. Be-
cause the distribution of pixels belonging to the vessels is sparse, limited data augmentations can
be applied to the samples to produce the variants in this task. We figure out the basic data aug-
mentations providing the best performance and test the model on four publicly available datasets.
Our results suggest that our model can significantly improve the prediction performance on the
labeled /unlabeled dataset pairs which have poor generalization ability in the supervised learning
methods. For an unseen dataset, it is important to choose the labeled dataset used in training care-
fully. When the model is trained with a properly chosen labeled dataset, increasing the number
of unlabeled datasets can improve its performance.






Contents

Introduction 1
Related Work 5
21 Supervised Learning . . . . .. ... ... ... 5
2.2 Unsupervised Learning . . . ... .. ... ... .. .. ... 6
2.3 Semi-supervised Learning . . . ... ... ... ... . L L oo oo 7
Semi-supervised Learning 9
3.1 II-model and Temporal ensembling . . ... ... ... ... ... ... ...... 9
32 Mean Teacher Model . . .. ... .. .. . . . . 10
3.3 Adapted Mean Teacher Model . . . . .. .. ... .. .. .. ... .. .. .. ... 11
Experiment Setup 13
41 Mean Teacher Model Configuration . .. ... ..................... 13

41.1 Initialization Network N' . . . . . ... .. .. . 13

412 Metricsand Evaluation . ... .. ... ... ... ... .. ... ... ... 15

41.3 Training Procedure . . . . . ... .. ... ... L L 15
42 ExperimentSetup . . . . ... ... . 16

4271 Dataset . . . . . . 17

422 Data Augmentations Exploration . . . . ... ............ .. .. .. 17

42.3 Initialization Network Comparison . . ... ... ... ... ... .. .... 18

424 Effect of Unlabeled Datasets Amount . .. ................... 19

425 Supervised Model Generalization Performance . ... ... ... ... ... 19
Experiment Results 21
5.1 Data Augmentations Exploration Results . . . ... .. ................ 21
5.2 Initialization Network Comparison . . . . . . ... ... .. ... ... ....... 24
5.3 Effect of Unlabeled Datasets Amount. . . . . ... ... ... ... .......... 24
5.4 Supervised Model Generalization Performance . . . . .. .. ............. 26
Discussion 27
6.1 The Mean Teacher Model . .. ... ... ... .. ... . .. ... . .... 27
6.2 Unsupervisedlearning . . . . .......... ... ... ... .. . L. 30

Conclusion and Future Work 33



vi

Contents




Chapter 1

Introduction

Semantic image segmentation is a key task in machine learning which aims to label each pixel of a
target image with a corresponding class of what is being shown. For example, when Figure 1.1(a)
is the task input, Figure 1.1(b) is expected as an output. It is a fundamental step in many computer
vision tasks and is widely used in autonomous vehicles, robotic navigation, medical imaging, and
diagnostics. In the early stage of machine learning, models were built to extract features from the
input images. Then the feature vectors were sent into a classifier and according to the output of
the classifier, every pixel was assigned a label. ( , ) ( , ) and other
researchers proposed different methods to extract features, but the classifiers were similar.

Later the Convolutional Neural Networks (CNN) took the lead and began to get first place
by making big performance improvements. Many CNN models have been proposed to accom-
plish the task at a low cost such as U-NET ( , ), DRIU ( , ),
and M2U-NET ( , ). Usually, these models have a pre-trained network as their
backbone, and then finetune the weights by the input datasets. The popular backbones such as
AlexNet ( , ), VGG-16 ( , ), GoogLeNet (

, ), and ResNet ( , ) are trained on very large size image datasets and already
become a well-known standard. However, these supervised methods suffer from limited anno-
tated datasets because they require enough data to finetune the weights. Another limitation is
that they lack the generalization ability to the other datasets.

In order to exploit the unlabeled data and improve the segmentation results on unlabeled
data, semi-supervised learning methods were proposed to learn features from both labeled data
and unlabeled data. Consistency learning ( , ) made promising im-
provements with a relatively small dataset for the classification task. Its main idea is to force the
network to give consistent predictions to different variants of the same input. The variants are
produced by applying data augmentation techniques to the input images. The prediction can be
produced by any network that has proven feasible for the segmentation task. The network chosen
is called the initialization network in our project. Based on that, ( , )
adopted a consistency learning model named the Mean Teacher model to segment the Magnetic
Resonance Imaging (MRI) pictures and achieved significant improvement. Our project is based
on their work and we extend their model to the retinal vessel segmentation task.

The retinal images are captured by a fundus camera and the retinal vessels are the primary
anatomical structures that are visible in retinal pictures. They are unique for each person and
normally unchanged unless lesions occur. Segmentation of retinal vessels is a fundamental step
in the further diagnosis of eye-related diseases. However, due to the complexity of the structure, it
is difficult and time-consuming for experts to segment vessels manually, which means annotated
datasets are scarce for retinal images. Therefore, it becomes an important task to segment vessels
automatically and precisely on weakly labeled and unlabeled retinal images.

Although both retinal images and MRI are medical images, the tasks to segment them are very
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(a) Normal segmentation (b) Normal segmentation
input label

A

(c) MRI segmentation input (d) MRI segmentation label

(e) Retinal vessel (f) Retinal vessel
segmentation input segmentation label

Figure 1.1: TASK COMPARISON. In every row, the left image is an input of a segmentation task and the
right image is the corresponding label. (a) is an example of typical semantic segmentation task input, (c) is
an input in ( , ), and (e) is an input in our task. The distribution of true-labeled
pixels is very different. In both (b) and (d), the true-labeled pixels locate in one region, while in (f), the true-
labeled pixels cover almost the whole image.



different. The MRI images are grayscale (see Figure 1.1(c)) and their true-labeled pixels locate in
a small area (as shown in 1.1(d)). But the inputs of the retinal task are in RGB (1.1(e)) and the
true-labeled pixels are distributed all over the image (1.1(f)). In ( , ),
one dataset is split into the labeled dataset and the unlabeled dataset, so the generalization ability
of their model was not scientifically tested. In our task, four different datasets are used to test our
model. The examples of every dataset and their annotations are shown in Figure 1.2.

(b) Example from IOSTAR

(d) Example from HRF

(e) Label of the example (f) Label of the example (g) Label of the example (h) Label of the example
from DRIVE from IOSTAR from STARE from HRF

Figure 1.2: EXAMPLES FROM DATASETS USED IN THIS WORK. This figure shows examples from the
four datasets and their corresponding annotations. It can be seen that they are different in quality and shape,
and the annotations look dissimilar too.

This work extends the Mean Teacher model to the retinal vessel segmentation task and ex-
plores efficacious data augmentations to retinal images. The research questions this work focuses
on are:

RQ1: What kind of data augmentation combination in the Mean Teacher model produces the best
performance for retinal vessel segmentation?

RQ2: Will the choice of initialization network influence the performance of the Mean Teacher
model?

RQ3: Will increasing the number of unlabeled datasets influence the performance of the Mean
Teacher model on an unseen dataset?

In the experiments, we find that the Mean Teacher model can achieve a significant improve-
ment in the labeled /unlabeled dataset pairs that can not be generalized well by the supervised
learning model. Grayscale and Gaussian noise are proven the best-performance techniques out of
the feasible data augmentation combinations. The performance of the model is also influenced by
the choice of initialization network, and U-NET performs better than DRIU in our experiments.
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When predicting an unseen dataset, increasing the number of unlabeled datasets can not always
improve the performance of the model. The choice of the labeled dataset used to train the model
plays an important role in its performance. The poor-quality labeled dataset can also produce
good results with proper unlabeled datasets.

In the following part, Chapter 2 introduces related techniques for solving semantic segmenta-
tion tasks. Chapter 3 describes the Mean Teacher model. The content of Chapter 4 is a detailed
description of the model’s configuration and the experiments’ setting up. Chapter 5 gives the
details of the experiments’ results and in Chapter 6 the results are analyzed and further unsu-
pervised methods are discussed. Chapter 7 describes possible future work and concludes the
work.



Chapter 2

Related Work

Semantic segmentation is a fundamental and rather challenging task in computer vision. Seg-
mentation in medical images is even more challenging because of the complex structures and
lack of labeled data. In this chapter, the related works in the field of semantic segmentation are
introduced, including the general supervised methods and some important methods in semi-
supervised and unsupervised learning.

2.1 Supervised Learning

In the very beginning, semantic segmentation was unsupervised and image preprocessing was
usually applied first in those methods. They assumed that the objects to be segmented within
a scene can be characterized by some similar features such as gray level intensity, color, or tex-
ture. So the algorithms tried to extract targets from the background according to these features.
( , ) segmented road by the watershed method which adjusted the contrast of the
image. The method was applied to the medical field even earlier. ( , ) used
the combination between median filter, local Histogram, morphology filter, and binary with the
watershed method to track living cells. In a task of retinal vessel segmentation ( ,

), the images were preprocessed to normalize the background and enhance the vessels by
noise reduction. Then they used a thresholding method to segment the vessels. However, such
techniques are limited to the generalization of pathological structures for example the cataract,
different resolutions of the images, and positions of optic discs.

When machine learning came into the picture, the performance of semantic segmentation
models was improved quickly. A bunch of supervised models came up. For example, (

, ) extracted feature vectors from the pixel’s intensity and then put the vector into a
classifier to produce a probability distribution. Another example neural network ( ,

) accomplished the task by classifying each pixel after it was represented by a 7-D vector.
The vector was composed of gray-level features and moment invariants-based features. Other
works, such as the Gradient Boosting framework ( , ) and conditional random
field model ( , ), proposed different models to extract features. However, they
focused more on feature extraction than on classifiers, which limited their performance.

In recent years, Convolutional Neural Networks (CNN) made outstanding improvements in
semantic segmentation. CNN made it possible to handle raw data without any manually engi-
neered features. CNN is a specialized type of artificial neural network. It uses a mathematical
operation called convolution in place of general matrix multiplication in at least one of the layers
( , ) to process pixel data in image recognition and processing.

The standard CNN approach for semantic segmentation is supervised. Training a CNN model
from scratch is often not feasible because of the large number of the required dataset and the long
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time for the model to converge. So it is often helpful to start with a pre-trained network and
then finetune the weights. Certain networks have made such significant contributions to the field
that they have become widely known standards. It is the case of AlexNet ( ,

), VGG-16 ( , ), GoogLeNet ( , ), and ResNet
( , ). These networks were pre-trained for classification tasks but can be finetuned
to perform semantic segmentation. Based on that, the method Regions with CNN feature (R-
CNN) was proposed. Its main idea is to extract free-form regions from an image and describe
them, followed by region-based classification. During testing, the region-based predictions were
transformed into pixel predictions by labeling a pixel according to the highest-scoring region that

contains it ( , ). Then Faster R-CNN ( , ) improved the performance
by sharing the convolution feature of the proposal region network with the detection network.
Mask R-CNN(( , )) extended Faster RCNN by adding a branch for predicting an object

mask in parallel with the existing branch for bounding box recognition.

Besides these region-based CNN methods, Fully Convolutional Network (FCN) was proposed
by ( , ). It was derived from CNN and recovered the spatial information from the
downsampling layers by adding upsampling layers to standard CNN. Thus FCN can learn a
mapping from pixels to pixels, without extracting the region proposals. However, the result of
upsampling was blurred and smoothed so that the model was not sensitive enough to the details
of the images. On the other hand, the classification of each pixel does not consider the relationship
between pixels, leading to information loss in the training.

U-NET ( , ) extended the FCN architecture for biological microscopy images. It
consisted of two parts, a downsampling part, and an upsampling part. The features got from the
downsampling network were added to the upsampling part to improve the model’s accuracy. In
addition to U-NET, many other CNNs applied in medical image segmentation can already reach
a very good performance with reasonable runtime and computation power, for example, HED

, ), DRIU ( , ), M2U-NET ( , ), DUNet ( ,

), and Lw-Net ( , ).
Data augmentation has proven effective in reducing overfitting and improving test perfor-
mance for both natural and medical images ( , ). ( , ) focused

on medical images and summarized the traditional data augmentation techniques into three cate-
gories by the image property they try to manipulate: image quality, image appearance, and image
layout. Image quality can be affected by sharpness, blurriness, and noise. Image appearance can
be adjusted by image intensities meaning brightness, saturation, or contrast. Image layout can be
changed by rotation, scaling, and deformation. For example, ( , ) applied Gaus-
sian noise to CT scans. ( , ) employed random enhancement of brightness in 3D
MR volumes to enrich the training set for brain tumor segmentation. The result of (

, ) showed applying random elastic deformations to the training set plays a key role in
the training when there are very few annotated images.

However, the supervised learning approaches require a large amount of labeled data, which is
expensive and not always available, especially for medical images. Although data augmentation
can help to partially alleviate the problem, these techniques are still not sufficient for weakly
labeled data and even unlabeled data. Therefore, semi-supervised and unsupervised learning
approaches attract more and more attention in the research of medical image segmentation.

2.2 Unsupervised Learning

The data augmentation techniques provide more approaches for researchers to explore unlabeled
datasets. Contrastive learning is one of the most popular methods of unsupervised learning. The
intuition of this technique is that different transformations of one image should have similar rep-



2.3 Semi-supervised Learning 7

resentations and that these representations should be dissimilar from those of a different image.
In this case, the loss function should maximize the agreement between instance embeddings from
different augmentations of the same images. ( , ) implemented the idea and found
the choice of data augmentation techniques and batch size were crucial to the performance. Big
batch size and strong data augmentation improved the performance significantly but need more
memory. ( , ) proposed a momentum contrastive learning method to solve this prob-
lem. The authors built a large and consistent dictionary on-the-fly that facilitated contrastive
unsupervised learning. The dictionary was a memory bank of sample representations and was
momentum updated so that it became more effective to deal with large-scale datasets.

However, the methods above focus on the image-level contrastive loss of the representations,
which is more suitable for image classification. In a segmentation or object detection task, pixel-
level prediction is desired. Therefore, the unsupervised model is not implemented in this work
and a detailed explanation is discussed in Chapter 6.2.

2.3 Semi-supervised Learning

Nowadays, the dominant Semi-Supervised Learning (SSL) methods mainly include Pseudo label-
ing, adversarial training, and consistency training.

Pseudo labeling is to use the model trained by labeled data to predict the labels of unlabeled
data and then to retrain the model with both labeled data and pseudo-labeled data ( ,

). Recent techniques try to annotate the unlabeled data by not only the model trained by la-
beled data but also the ensemble segmentation model. Pseudo labeling suffers from the limitation
of exploiting the unlabeled data to extract additional training features. If there is any bias when
the model is trained with labeled data, the bias will be transferred to the unlabeled data. This
may lead to worse performance.

Adversarial training takes another way to explore unlabeled data. In ( , ), a
deep adversarial network (DAN) was applied to address a gland segmentation task. The discrim-
inator was trained to distinguish labeled data and unlabeled data, and an evaluation network was
trained to improve the performance in the segmentation task. More complex models, Generative
Adversarial Networks(GAN) ( , ) were proposed by extending the generic
GAN frameworks to pixel-level predictions. In the GAN framework, the generator is trained to
fool the discriminator by generating images that are similar to the real ones. The discriminator is
trained to distinguish real images from fake ones (generated by the generator). For example, in
( , ), the discriminator was trained to classify synthetic images which were made
from a combination of unlabeled data and labeled ones by the generator. ( , ) pro-
posed a novel GAN model with a generator to produce probability maps and a discriminator to
distinguish the maps from the ground truth. The limitation of the GAN model is that it needs
a large amount of high-quality annotated datasets to train a GAN model successfully. All three
GANSs mentioned above were trained on datasets with several thousand images. (

) applied GAN to retinal vessel segmentation with only one dataset. However, their result
can not clearly show its performance when generalizing the model to the other dataset.

With the development of data augmentation techniques, applying them to learn the features
of unlabeled data improve models’ performance in the semantic segmentation task. Consistency
learning also applies data augmentation to unlabeled datasets but in different directions from
contrastive learning.

The main idea of consistency learning is to force the consistency of the predictions from the
same network after the input image is perturbed slightly differently. The network produces two
variants for the same input, and then produces two predictions of the variants. The loss for
the network is a combination of consistency loss and supervised loss. The consistency loss is
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computed on all the inputs, measuring the similarity of the two predictions. The supervised loss
is computed only on the labeled data, measuring the similarity of the prediction of the model
and the ground truth. By maximizing the loss, the network can learn from both the labeled data
and the unlabeled data. In ( , ), the authors described two ways, II-model
and Temporal ensembling to solve image classification tasks. All inputs were augmented by
different parameters and dropouts and then sent into the models twice. For the labeled data,
the two predictions contributed to the consistency loss, and one of them was used to calculate
the supervised loss together with the ground truth. The unlabeled data only contributed to the
consistency loss. The whole network was evaluated by a loss which is a combination of the
supervised loss and the weighted consistency loss. Based on their work, ( ,

) built the Mean Teacher model and split one model into two networks to produce the two
predictions, the teacher model and student model, respectively, to speed up the convergence
of the loss function. The two networks were initialized the same at the beginning, and then
the student model was evaluated by the combined loss and the teacher model was updated by

the exponential moving average (EMA) weights of the student model. ( ,
) applied their model in an image classification task. Later on, the Mean Teacher model was
applied to the MRI segmentation task by ( , ) and ( , )-

The authors used different networks to initialize their models and different data augmentation
techniques to perturb their datasets. Their results showed that the Mean Teacher model could
achieve a better performance in generalization than the supervised model. However, the datasets
they used were grayscale and the distribution of true-labeled pixels was relatively dense. Another
problem in their work is that they split labeled data and unlabeled data from one dataset, so the
generalization ability of the model was not tested. Whereas this work builds an adaptive Mean
Teacher model for the retinal vessel segmentation task and tests the generalization ability of the
model on four different datasets.



Chapter 3

Semi-supervised Learning

Lack of annotated data is a normal problem in deep learning, since high-quality labels require
more experience and time, especially for images in the medical field. Semi-supervised learning
is a promising solution to this problem. In this chapter, one of the most popular semi-supervised
learning methods, consistency learning, is described in detail.

3.1 I -model and Temporal ensembling

NM-model
w(®)
Yi Z """" > cross- {
Xi stochastic > network L »|_entropy > weighted
augmentation »| with dropout L, sum loss
> ~ squared [
Z; difference
Temporal ensemblin
p g W(t)
J S s S e e e »|  cross- v
X stochatst‘i:_c N 'Fhetjwork . Z; entropy | wesilgjrr:ed T65s
augmentation with dropou squared
Z; »| difference
>Z;
Figure 3.1: IT -MODEL AND TEMPORAL ENSEMBLING. ( ,2017)

In the IT -model, one sample z; is sent into the network twice and two predictions z; and Z; are
produced. y; is the ground truth. In the Temporal ensembling, the network is updated once for
each sample and produces only one prediction z;. 2; is updated by the EMA of z;. Both networks
are updated by the combined loss, which is the weighted sum of the consistency loss and the
supervised loss (Equation (3.1)).

In the last decade, the idea becomes straightforward that the same network should give a
consistent prediction even if the input is slightly perturbed. For an input z;, two variants are
produced after z; is slightly perturbed. The network should be robust enough so that when the
variants are sent into the network, the predictions z; and Z; produced are consistent. This works
for both the labeled dataset and the unlabeled dataset. In this way, a network can learn features
from both datasets at the same time. The idea was implemented by ( , ) for the



10 Chapter 3. Semi-supervised Learning

image classification task. They proposed two models and the II -model’s illustration is shown in
the upper part of Figure 3.1. The predictions (z; and Z;) of two different augmentations on one
input z; are forced to be consistent with each other. Then the entire network is evaluated by a
combined loss of weighted consistency loss and supervised loss (Equation (3.1)):

Li= Loup +w(t) - Leons (3.1)

where w(t) is a weighting function and ¢ is the current epoch. The consistency weight function
w(t) starts from 0 and increases slowly to the maximum in the first 7" steps of training. The reason
to set such a function is that z; and Z; may differ very much since the model has not learned from
the dataset in the beginning. It is found very important that w(t) is slow enough — otherwise, the
network gets easily stuck in a degenerate solution where no meaningful classification of the data
is obtained in ( , )'s experiment. The maximum value for the consistency loss
component is set to WLMI'L, where L is the number of labeled samples and M is the total number
of training samples. w(¢) is defined as:

w(t) = wL]\;L L e50-1)’ (3.2)
The supervised loss L., in their classification task is a cross-entropy loss, evaluated for labeled
inputs only. The consistency loss L.,s is computed by taking the mean square difference between
z; and z; for all inputs. Every sample is sent into the network twice to produce two predictions so
the network was updated twice per sample per epoch, which is very time-consuming.

In order to speed up the convergence of the network, ( , ) then improved the
effectiveness of the II -model by introducing the Temporal embeddings as shown at the bottom
of Figure 3.1. Before the semi-supervised training, every input z; is data augmented and sent
into the network to produce a prediction Z;. During the semi-supervised training, every sample
is perturbed slightly differently and sent into the network to produce a prediction z;. Then Z; will
be updated by an exponential moving average (EMA) of z;, which is defined in Equation (3.3):

Ziwy = (BZie—1) + (1 = Bziy) /(1 — B°) (3.3)

where 3 is a smoothing coefficient hyperparameter. The network is updated by the combined loss
same as the IT -model, only once per input per epoch. In this way, the model speeds up to 2 times
compared to the IT -model.

3.2 Mean Teacher Model

Because Z; in the Temporal ensembling changes only once per epoch, the model becomes un-
wieldy when learning large datasets. In order to properly speed up the convergence of the net-
work, the Mean Teacher model was proposed by ( , ). It consists of two
networks with the same structure and the same parameters at the beginning. Same-category data
augmentations with different parameters are applied to one input to produce two variants. They
are sent into the two networks so z; and Z; are produced at the same time. Z; is the prediction
of the teacher model, which is maintained synchronously by the EMA parameters of the other
network, the student model. z; is the prediction of the student model. Let §, be the parameters of
the student model and 6] be the parameters of the teacher model at epoch t, then 6, is defined as:

0, = B0, + (1 - B)b; (3.4)

3 is set to 0.99 in the first 50 epochs and 0.999 thereafter. This is to speed up the convergence of z;
and z; at the beginning of training when they are far away from each other. Later when the two
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All labeled
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unlabeled
samples

teacher
pridiction

Consistency

labeled student
samples student model pridiction

ground
truth

Segmentation
loss

Figure 3.2: MEAN TEACHER MODEL ILLUSTRATION. Red lines represent the pipeline of the labeled
data, and black lines represent the pipeline of the unlabeled data. The blue line is the consistency loss, and
all inputs contribute to it. Since this is a segmentation task, the supervised loss is called segmentation loss
here to easier distinguish our work from the prior works. Augl stands for the data augmentation techniques
applied to the input sent into the teacher model and Aug?2 stands for the data augmentations applied in the
student model. They are the same techniques but with different parameters. The network used to initialize
the teacher model and the student model is pre-trained by labeled data with data augmentation Augl. The
teacher model is updated by the EMA of the student model’s parameters. The student model is updated by
the combined loss. In the end, the teacher model is used to produce the final prediction.

models are already close enough to each other, it slows down the change of the teacher model
to prevent big fluctuation. In this way, the effectiveness of the model is improved according
to their experiments. The student model is updated normally by the combined loss shown in
Equation (3.1). The Mean Teacher model in ( , ) was applied to an
image classification task as well as in ( , ). Until 2018, (

, ) applied this model to complete the image segmentation task successfully. However,
the dataset in ( , ) is a dataset from the MRI domain, which is different
from our task (shown in Figure 1.1). Moreover, the unlabeled dataset and the labeled dataset in
their experiments are split from the same dataset, so the model’s generalization ability is not
tested. In order to solve these problems, the Mean Teacher model is modified for our retinal
vessel segmentation and described detailedly in the next section.

3.3 Adapted Mean Teacher Model

Based on the work of ( , ), an adapted Mean Teacher model is built for
the retinal vessel segmentation task as shown in Figure 3.2. The main framework is the same
as ( , ). The model consists of two same structured networks, namely

the teacher model (7) and the student model (S). Let the network used to initialize the teacher
model and student model be ' and N can be any model that works for the task. To initialize
the networks, N is trained first by the labeled dataset after data augmentation Augl and then
both S and 7’s parameters are set as same as . During semi-supervised training, the teacher
model keeps the same data augmentation Augl, but the student model is fed with input after
being applied data segmentation Aug?2. Augl and Aug? belong to the same data augmentation
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technique, but adopt different parameters. The student model is evaluated by a combined loss
and the teacher model’s parameters are updated to the EMA of the student model’s parameters
which is the same as Equation (3.4).

In every epoch, the student model is updated by the combined loss L;:

Ly = ‘cseg + w(t) «Leons (3.5)
where w(t) is the same as in ( , ) and calculated by Equation (3.2). The
ramp-up step T is set to 100 and wy,q, to 30 according to ( , ): Lseg

is the supervised loss and is defined as the same as the loss used in network N’s training. The
consistency loss is computed by the cross-entropy loss between the teacher model’s prediction Z;
and the student model’s prediction z;. According to ( , ), the Binary
Cross-Entropy (BCE) loss achieves better performance than the mean squared error (MSE) loss.
So L.ons can be formulated as:

B
1

ons = — 5 ) % -log(z;) + (1 — 2;) - log(1 — 2 :

Le B;:lz 0g(z;) + (1 = %) - log(1 — z) (3.6)

where B is the number of samples in the batch. When the training is finished, teacher model 7 is
used to produce the final prediction.



Chapter 4

Experiment Setup

4.1 Mean Teacher Model Configuration

This section describes the adapted Mean Teacher model configuration in detail, including the
initialization network choosing, metrics and training procedure.

4.1.1 Initialization Network N/

In the Mean Teacher model, the network A used to initialize the teacher model 7 and the student
model S can be any network feasible for the task. In this project, the U-Net model (

, ) is chosen as one of the initialization networks. The U-Net model is one of the most
popular architectures in the field of medical image segmentation. It has a simple structure and
can be easily implemented. The U-Net model is derived from FCN with skip connections. The
structure of the U-Net model is shown in Figure 4.1. The U-Net model has two parts: encoder and
decoder. The encoder is a modified VGG 16 ( , ). These encoder-
decoder networks share a key similarity: skip connections, which combine deep, semantic, coarse-
grained feature maps from the decoder sub-network with shallow, low-level, fine-grained feature
maps from the encoder sub-network. The model has 23 layers in total, including 18 convolutional
layers, 4 max-pooling layers, and 4 up-sampling layers. The convolutional layers are all followed
by Rectified Linear Unit (ReLU) activation functions. This U-Net model has 25.9M parameters in
total. The skip connections have proved effective in recovering fine-grained details of the target
objects; generating segmentation masks with fine details even on complex backgrounds. With
this structure, the U-Net model achieves good performance on small datasets.

Another model chosen to initialize 7 and S is the DRIU model ( , ). The
DRIU model is also a modified VGG 16 and the structure is shown in Figure 4.2. The DRIU model
removes the last 3 fully connected layers of the VGG 16 network. The convolutional layers are
all followed by ReLU activation functions. The 4 max-pooling layers in the architecture separate
the network into five stages and a feature map is produced in every stage. The deeper the sample
goes in the network, the coarser-grained the feature map is. Then task-specific “specialized” con-
volutional layers are connected to the final layer of each stage. Each specialized layer produces
feature maps in K different channels, which are resized to the original image size and concate-
nated, creating a volume of fine-to-coarse feature maps. One last convolutional layer is appended
which linearly combines the feature maps from the volume created by the specialized layers into
a regressed result. The original network is built for two tasks, while in this project, only the left
part for the vessel segmentation task is implemented. The DRIU model has 14.9M parameters in
total. The DRIU model has fewer parameters than U-Net but similar performance. Both models
have good performance in retinal vessel segmentation.
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Figure 4.1: THE STRUCTURE OF THE U-NET MODEL. U-net architecture (example for 32x32 pixels in
the lowest resolution). Each blue box corresponds to a multi-channel feature map. The number of channels
is denoted on top of the box. The x-y-size is provided at the lower left edge of the box. White boxes represent
copied feature maps. The arrows denote the different operations (Ronneberger et al., 2015).

Base Network Architecture

"
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>
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Figure 4.2: THE STRUCTURE OF THE DRIU MODEL. Feature maps from the Base Network (VGG 16)
are extracted and sent into the specialized layers to perform blood vessel segmentation (left) and optic disc
segmentation (right). In our implementation, only the left part is used (Maninis et al., 2016).

During training, a probability map is generated by the network after each epoch. The prob-
ability map is the same size as the original image. The pixel values in the probability map are
the predicted probabilities of the pixels belonging to the vessel class. The ground truth labels
are binary masks, where the pixels belonging to the vessel class are marked as 1 and the others
are marked as 0. The probability together with the ground truth is then used to compute the
loss function. The loss function used here is the Jaccard Loss £L;pcr (Iglovikov et al., 2018), a
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combination of Binary Cross-Entropy loss £Lpcr and the Jaccard Score J weighted by a factor a
Lijpce=a -Lpce+(1—a)-(1-J) 4.1)

where o = 0.7 is adopted as suggested by ( , ) in this project. Let proder (¥il2:)
be the value corresponding to the predicted probability of a pixel i belonging to the vessel class
and y; be the ground-truth binary value. The Binary Cross-Entropy loss LzcE is defined as:

N
1
LpcE = N Zyi log(pmodet (yilzi)) + (1 — y3) - log(1 — Pmoder (yil:)) (4.2)

i=1

where N is the number of pixels in the image. Since the label of every pixel in the image is either

0 or 1, Binary Cross-Entropy loss makes sense here. In the latter part of Equation (4.1), J is the

Jaccard Score. It is derived from the Jaccard Index, which is a measure of similarity between a

finite number of sets. The index is also known as the intersection over union. It is defined as:
|AN B

J(A,B) = AU (4.3)

where A and B are two sets and J (A, B) measures the similarity between A and B. In order to
have a differentiable loss function, Jaccard Index is generalized to probability prediction, which
is defined as:

1 & Yi  Pmodet (Yi|%i)

2 : i Pmodel\Yi|Li

j = — N (4'4)
N =1 Yi + Yi — Y ’pmodel(yi|$i)

9; € {0,1} is the predicted binary value of the pixel i. Jaccard Score turns the predictions into
Jaccard and is differentiable so that can be optimized by gradient descent. The combination of
equations (4.2) and (4.4) makes the final loss function (4.1).

4.1.2 Metrics and Evaluation

In this task, the data distribution is so imbalanced that the metric used here to evaluate the per-
formances of three models is the F1 score (Dice coefficient), which is derived from precision and

recall:
_ 2-precision - recall

Fl -t (4.5)
precision + recall
where precision = zp-ep and recall = 73~ TP is the number of pixels correctly predicted

belonging to the vessel. F'P is the number of pixels not belonging to the vessel but wrongly
predicted to. F'N is the number of pixels belonging to the vessel but wrongly predicted not. This
metric makes a trade-off between precision and recall and gives a better view to evaluate the
performance of a model in our task. The higher the F1 score is, the better the model performs.

After training, the parameters producing the lowest validation loss are used to produce the
prediction of the test dataset. First, all probabilities and labels are accumulated across the training
set, then an optimal threshold v (maximizing the Dice score) is obtained by performing Area
Under the ROC Curve (AUC) analysis. In the end, the pre-computed threshold v is used to
binarize test image segmentation. The F1 score is then computed for each test image and the
average is reported as the final performance.

4.1.3 Training Procedure

The whole training includes two phases: pretraining the initialization network N with labeled
data and semi-supervised training with both labeled data and unlabeled data. In the first phase,
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because the numbers of samples in these datasets are relatively small, the validation set is not split
out from the training set. Instead, a copy of the original train set is treated as the validation set.
Then the training samples are augmented by the data augmentation Augl and sent into the cho-
sen NV. The optimizer adopted is AdaBound ( , ). The learning rate is fixed to 0.001
as suggested by ( , ). The learning rate is decreased by a factor of 0.1 after
500 epochs. The training is stopped after 600 epochs. The batch size of U-NET and DRIU models
are 4 and 8, respectively, which is the maximum batch size that can be handled on our GPU. Since
all batch samples can not be processed at the same time, gradient accumulation is applied. This
method will divide one batch into some mini-batches with proper size in the capacity of the GPU
and then accumulate the gradients of all mini-batches. The model parameters are updated only
once after the whole batch is sent into the network. After training, the parameters leading to the
lowest validation loss are used to initialize both the teacher model 7" and the student model S.

In the semi-supervised training, one of four datasets is used as the labeled data and the others
are unlabeled data. When one dataset is set to labeled data, the whole dataset is used as the
labeled part of a training set. When it is chosen as unlabeled data, the original training set is used
as the unlabeled part of the training set, and the original test set is seen as the whole model’s test
set. In every batch, at least one labeled sample is included. If the number of labeled samples is
not enough for all batches, the labeled training set will be shuffled and used again. If the number
of labeled samples that can be allocated to a batch is more than 1, the data loader tries to balance
the number of labeled data and unlabeled data according to the ratio of their sizes. When the
unlabeled samples are used up, the rest of the batch will be filled with the remaining labeled
samples. The validation set is a copy of the labeled part of the training set. When samples are
sent into the teacher model, Augl is applied. When samples are sent into the student model,
Aug? is applied.

The Mean Teacher model is trained with a learning rate of 0.0006 and the number of epochs is
350 as suggested in ( , ). The learning rate is decreased by a factor of
0.1 after 300 epochs. The batch size and optimizer are set the same as in the initialization network
training.

4.2 Experiment Setup

In order to answer the research questions proposed in Chapter 1, a series of experiments are set
up to test the performance of the proposed model. In the following section, the datasets used in
the experiments and a detailed description of the experimental setup are introduced. The task is

Dataset ‘Samples Resolution Train Test

DRIVE 40 565 x 584 20 20
STARE 20 605 x 700 10 10
HRF 45 3504 x 2336 15 30

IOSTAR 30 1024 x 1024 20 10

Table 4.1: DATASETS USED IN THIS PROJECT.

to segment the blood vessels in the images. Examples of the original images and the ground truth
are shown in Figure 1.2. The ground truth labels are binary masks, where the pixels belonging to
the vessel class are marked as 1 and the others are marked as 0.



4.2 Experiment Setup 17

4.2.1 Dataset

The experiments are conducted on four well-labeled datasets: DRIVE, STARE, HRF, and IOSTAR.
The original resolutions of these datasets are different, due to the capacity of our GPU, all images
are padded and resized to 768 x 768 pixels. The train/test splits for DRIVE are provided by the

authors ( , ), and for STARE the splits follow ( , ). For HRF and
IOSTAR, the splits are generated according to ( , ) and ( , ),
respectively. The details of the four datasets are shown in Table 4.1. ( , )

summarized the characteristics of the datasets. The dataset HRF has the highest resolution, and
the same shape as STARE, which is not a complete image of the eyeball, while STARE is of poor
quality because it is composed of scanned and digitized photographs. The dataset DRIVE and
IOSTAR share the same shape of the whole eyeball, but the resolution of DRIVE is lower. All
experiments are performed on a server with 8 GeForce RTX™ 2080 Ti Turbo 11G GPUs.

4.2.2 Data Augmentations Exploration

RQ1: What kind of data augmentation combination in the Mean Teacher model produces the best
performance for retinal vessel segmentation?

In order to find the best performance data augmentation techniques applied in the Mean Teacher
model for the retinal vessel segmentation task, Experiment 1 is designed and composed of three
steps. Since the initialization network in ( , ) is U-NET, the initializa-
tion network chosen first is U-NET. The data augmentation techniques that are applied in (

, ) are rotation and Gaussian noise. In typical semantic segmentation tasks,
all three categories of data augmentation techniques summarized in ( , ) can
be applied. However, the typical tasks usually have an area where the true-labeled pixels cluster.
For retinal vessel segmentation, the true-labeled pixels are sparse and distributed all over the im-
age, so the perturbation to spatial information will lead to wrong prediction. Therefore, the data
augmentations that will change the layout of the image are not suitable for this task. Since rota-
tion changes the layout of the image, it is not adopted in our experiments. In order to reproduce
the result in ( , ), Experiment 1.1 is conducted to apply Gaussian
noise to the training samples. Experiment 1.1 shows the performance of the model on RGB im-
ages. The RBG images provide more information than grayscale images, which may affect the
features our model learns from the data. Experiment 1.2 is designed to verify this assumption.
In this experiment, grayscale and Gaussian noise are combined to perturb the input image. By
comparing the results of Experiment 1.1 and Experiment 1.2, it should be clear whether the Mean
Teacher model can perform better on RGB images or not. Speaking of data augmentations that
change image appearance, the images in RGB have 4 attributions to change: brightness, contrast,
hue, and saturation. But for grayscale images, only brightness and contrast can be changed, the
values of hue and saturation are always 0. In Experiment 1.3, experiments are conducted on the
image category that the Mean Teacher model performs better. If the results of Experiment 1.1 and
Experiment 1.2 show the model has better performance in RGB images, the brightness, contrast,
hue, and saturation adjustment will be applied to the input in turn, together with Gaussian noise.
Only one attribution is changed in every experiment so that the effect of each attribution can be
investigated. On the contrary, if the model performs better on grayscale images, the brightness
and contrast adjustment will be applied to the input in turn, together with grayscale and Gaus-
sian noise. The effects of the data augmentation techniques applied on one example image are
shown in Figure 4.3.
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(a) Example of input (b) Noise (c) Grayscale
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Figure 4.3: EFFECT OF DATA AUGMENTATION ON ONE EXAMPLE INPUT. This figure visualizes the
effects of data augmentations adopted in the experiment. (a) is a sample from dataset HRF, (b) is the image
got after adding Gaussian noise to the input, (c) is the image got after converting the input to grayscale, (d)
is the result of adjusting the brightness of the grayscale image, (e) is the result of adjusting the contrast of
the grayscale image, (f) is the result of adjusting the hue of the RGB image, (g) is the result of adjusting the

brightness of the RGB image, (h) is the result of adjusting the contrast of the RGB image, (i) is the result of
adjusting the saturation of the RGB image.

4.2.3 Initialization Network Comparison

RQ2: Will the choice of initialization network influence the performance of the Mean Teacher
model?

In the data augmentation exploration, the performances of data augmentation combinations are
compared. However, whether the choice of initialization network will affect the performance of
the Mean Teacher model is not investigated. In Experiment 2, the best performance data aug-
mentation combination in Experiment 1 is applied to the input, while the initialization network
is changed to DRIU. By comparing the result of Experiment 2 with the result of Experiment 1, the
effect of initialization network choosing can be explored.
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4.2.4 Effect of Unlabeled Datasets Amount

RQ3: Will increasing the number of unlabeled datasets influence the performance of the Mean
Teacher model on an unseen dataset?

The test sets in the above experiments are all split from the same dataset where the unlabeled
train sets are from. Thus the performance of the Mean Teacher model on unseen datasets is still
unknown. In experiment 3, the model is set according to the best performance model configu-
ration in Experiment 2. The model is first trained with one dataset as labeled data, another one
as unlabeled data, and tested on the test set of the other two datasets. The generalization ability
of the model to the unseen datasets is tested in this step. After that, the number of unlabeled
datasets used in semi-supervised training is increased to 2. When the training is finished, the
performance of the model is evaluated on the test set of the one dataset left, which is unseen to
the model. In this way, the effect of increasing unlabeled datasets on the model’s generalization
performance can be investigated.

4.2.5 Supervised Model Generalization Performance

In order to compare the generalization ability of the Mean Teacher model with the supervised
model, a supervised cross-dataset test is conducted. The supervised models are the initialization
networks used in the Mean Teacher model. All training samples are preprocessed by random
augmentations: horizontal flipping, vertical flipping, rotation, and changes in brightness, con-
trast, saturation, and hue. The train /test splits of the four datasets stay consistent with the Mean
Teacher model’s configuration. Because the number of samples in the training set is not large
enough to spilt out a validation set, a copy of the original training set is treated as the valida-
tion set. Both the U-NET and DRIU models are trained with one of these datasets, and tested on
the other three datasets’ test sets. Both models are trained with a learning rate of 0.001 and the
number of epochs is 1000. The learning rate is decreased by a factor of 0.1 after 900 epochs. The
batch size is 4 and 8, for U-NET and DRIU, respectively. The loss function and the metrics are the
same as in the initialization network training. In this way, the generalization performance of the
supervised model can be obtained.






Chapter 5

Experiment Results

In this chapter, the results of experiments described in Chapter 4 are shown and visualized. Ac-
cording to the experiment setup, the results are divided into four parts: data augmentations ex-
ploration, initialization network comparison, the effect of unlabeled datasets amount, and the
supervised model generalization ability test. All performances are evaluated by the F1 score.

5.1 Data Augmentations Exploration Results

In this section, the results of the data augmentations exploration experiment are shown. In Exper-
iment 1.1, only Gaussian noise is applied to the input samples, while in Experiment 1.2, grayscale
and Gaussian noise are applied. Table 5.1 gives the details of Experiment 1.1 result.

Unlabeled Set
Labeled Set DRIVE STARE HRF IOSTAR
DRIVE 0.795 0.507  0.502 0.681
STARE 0.734 0.815 0.652 0.656
HRF 0.635 0.404 0.799 0.671
IOSTAR 0.345 0.362  0.404 0.824

Table 5.1: EXPERIMENT 1.1 RESULT. The data augmentation adopted in Experiment 1.1 is Gaussian
noise. The initialization network is U-NET. The bolded numbers in diagonals are the results of pre-training.
The other numbers are the results of semi-supervised training with corresponding labeled and unlabeled
datasets. The blue numbers indicate data pairs with performance in Experiment 1.1 better than in Experi-
ment 1.2.

Figure 5.1 shows the comparison of F1 scores when Gaussian noise is applied to RGB images
(Experiment 1.1) and grayscale images (Experiment 1.2) with the labeled dataset IOSTAR. The
figure takes only part of the results to visualize the comparison. When looking into the details
of the results, we find that on almost all dataset pairs, the model trained with grayscale images
performs better than the model trained with RGB images. The only exception is the dataset pair of
DRIVE as labeled data and IOSTAR as unlabeled data. The means of F1 scores of all dataset pairs
in Experiment 1.1 and 1.2 are 0.547 and 0.700, respectively. The standard deviation of the F1 scores
of all dataset pairs in Experiment 1.1 is 0.141, while the standard deviation of the F1 scores of all
dataset pairs in Experiment 1.2 is 0.050. In other words, the performance of the model trained
with grayscale images is better than the model trained with RGB images.
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Comparison Result of Exp1.1and 1.2

DRIVE STARE

m Experiment 1.1 m Experiment 1.2

Figure 5.1: RESULT COMPARISON OF EXPERIMENT 1.1 AND 1.2. The initialization network is U-NET.
The labeled dataset is IOSTAR. The dataset under the bar is the unlabeled dataset corresponding to the result.
The blue bars show the results of Experiment 1.1, while the orange bars show the results of Experiment 1.2.

According to the experiment setup, in Experiment 1.3, the adjustments are applied to the
grayscale images. There are two steps in Experiment 1.3: first, the brightness adjustment and
Gaussian noise are applied to the grayscale images; then contrast adjustment and Gaussian noise
are applied to the grayscale images. The two steps’ results are compared with the result of Ex-
periment 1.2. During experiments, we find the F1 scores of these three data augmentation com-

. Unlabeled Set | hRIVE STARE HRF
Experiment
Experiment 1.2 0.663 0.695  0.663
Experiment 1.3.1 0.679 0.724  0.661
Experiment 1.3.2 0.704 0.650  0.677

Table 5.2: COMPARISON OF PARTIAL RESULTS OF EXPERIMENT 1.2 AND EXPERIMENT 1.3. The la-
beled dataset is IOSTAR. The initialization network is U-NET. Experiment 1.2 applies grayscale and Gaussian
noise, while Experiment 1.3.1 applies brightness adjustment, grayscale, and Gaussian noise, and Experiment
1.3.2 applies contrast adjustment, grayscale, and Gaussian noise. The number in the table is the F1 score of
the model trained with the unlabeled dataset corresponding to the column in the Experiment corresponding
to the row.

binations are very close, as partially shown in Table 5.2. Therefore, for every labeled /unlabeled
dataset pair, 3 times of experiments are conducted to compare their performance statistically. The
complete result is listed in Table 5.3.

For the entire result, a mean and standard deviation are computed to compare the performance
of different data augmentations. The result is shown at the bottom part of Table 5.3. The higher
the mean is, and the lower the standard deviation is, the better the performance is. From our
experiments, when the initialization network is U-NET, the results show that the Mean Teacher
model performs best with Gaussian noise when turning the input to grayscale. Eliminating the
effect of saturation and hue information in the input image can improve the performance, while
the brightness and contrast adjustments on the grayscale do not provide obvious improvement
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Experiment 1.2 Experiment 1.3.1 Experiment 1.3.2 Experiment 2

to 31 lo to 131 to to 131 2} to 131 23
DRIVE
STARE 0.764 0.760 0.744 0.768 0.778 0.769 0.756 0.755 0.754 0.759 0.753 0.755
HRF 0.622 0.643 0.620 0.644 0.629 0.656 0.639 0.639 0.640 0.616 0.616 0.621
IOSTAR 0.664 0.628 0.616 0.550 0.538 0.526 0.407 0.433 0.421 0.724 0.673 0.696
STARE
DRIVE 0.742 0.745 0.737 0.736 0.749 0.735 0.727 0.740 0.733 0.704 0.702 0.706
HRF 0.655 0.672 0.662 0.685 0.684 0.691 0.667 0.663 0.677 0.593 0.615 0.624
IOSTAR 0.721 0.725 0.734 0.667 0.636 0.614 0.533 0.527 0.457 0.670 0.660 0.646
HRF
DRIVE 0.687 0.686 0.677 0.655 0.677 0.686 0.665 0.665 0.671 0.692 0.682 0.682
STARE 0.682 0.707 0.704 0.698 0.701 0.670 0.664 0.654 0.646 0.677 0.698 0.699
IOSTAR 0.741 0.746 0.748 0.698 0.738 0.723 0.645 0.685 0.652 0.565 0.573 0.564
IOSTAR
DRIVE 0.663 0.668 0.640 0.679 0.711 0.701 0.704 0.666 0.689 0.703 0.701 0.688
STARE 0.695 0.660 0.651 0.724 0.697 0.701 0.650 0.661 0.672 0.663 0.680 0.671
HRF 0.663 0.653 0.667 0.661 0.662 0.655 0.677 0.673 0.674 0.609 0.604 0.640
Mean 0.689 0.680 0.644 0.665
Std 0.044 0.059 0.091 0.051

Table 5.3: RESULTS OF EXPERIMENT 1.2, 1.3, AND 2. In the first column, the bolded datasets are used
as the labeled dataset, and the italics datasets are used as the unlabeled dataset. ¢g, 1, and ¢2> denote three
times experiments with the same parameters. The initialization network in Experiment 1.2 and 1.3 is U-NET,
and the initialization network in Experiment 2 is DRIU. Mean and Std are the mean and standard deviation
of all three times results of the corresponding experiment. The highest mean is highlighted in blue, and the
lowest standard deviation is highlighted in red.
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Dataset | Mean  Std

DRIVE | 0.673 0.064
STARE | 0.710 0.037
HRF 0.709  0.029
IOSTAR | 0.662 0.015

Table 5.4: RESULTS OF EXPERIMENT 1.2. The mean and standard deviation of the performance of the
Mean Teacher model with different datasets used as the labeled data. The highest mean is highlighted in
blue, and the lowest standard deviation is highlighted in red. The higher the mean is, and the lower the
standard deviation is, the better the performance is.

in the performance of the model.

In order to further investigate which dataset provides the best generalization performance in
the Mean Teacher model, the mean and standard deviation are computed for each dataset used
as the labeled data. The result is shown in Table 5.4. It can be seen that HRF provides almost
the same mean as the highest one, but a much lower standard deviation. This means the Mean
Teacher model performs best when trained with HRF as the labeled dataset.

5.2 Initialization Network Comparison

In Experiment 1, the best performance data augmentation applies to the dataset when the initial-
ization network is U-NET is explored. Another factor that may affect the model’s performance is
the initialization network. In this section, the initialization network is changed to DRIU and the
data augmentation techniques are grayscale and Gaussian noise since they produce the best per-
formance in Experiment 1. The result of Experiment 2 is close to Experiment 1, so Experiment 2
is conducted 3 times as well. The result is shown together with Experiment 1 in Table 5.3 to make
it easier to compare. The mean and standard deviation of Experiment 2’s results are 0.665 and
0.051, respectively. By comparing the mean and standard deviation with results in Experiment
1, it can be seen that the model’s performance is affected by the choice of initialization network,
and it performs better when the initialization network is U-NET than DRIU. The reason should
be that in DRIU, the skip connection provides more information to the network, while in DRIUI,
the extracted feature map contains coarser information.

5.3 Effect of Unlabeled Datasets Amount

In order to test the generalization ability of our model on an unseen dataset, we set one dataset as
the unseen test set and one of the other three datasets as the labeled train set to train the model.
The unlabeled train set comes from the remaining two datasets. The number of unlabeled datasets
in the training increases from 1 to 2. The results are shown in Table 5.5.

Our results suggest that increasing the number of unlabeled datasets does not always improve
or reduce the performance of the model. The hypothesis is that if the added unlabeled dataset
provides the information labeled dataset lacks, increasing the number of unlabeled datasets will
improve the performance of the model; if not, the performance would be worse. For example,
when the model is tested on IOSTAR, the F1 score of the prediction decreases when the model is
trained with DRIVE as the labeled dataset and the other two as the unlabeled datasets. However,
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Unlabeled Data STARE STARE HRF
Labeled Data STARE HRF IOSTAR HRF IOSTAR IOSTAR
STARE - 0.645 0.712 - - 0.754
HRF 0.670 - 0.664 - 0.669 -
IOSTAR 0.549 0.530 - 0.570 - -

(a) Test Set: DRIVE

Unlabeled Data DRIVE DRIVE HRF
Labeled Data DRIVE HRF IOSTAR HRF IOSTAR IOSTAR
DRIVE - 0.693 0.764 - - 0.634
HRF 0.693 - 0.664 - 0.510 -
IOSTAR 0.231 0.410 - 0.564 - -

(b) Test Set: STARE

Unlabeled Data DRIVE DRIVE STARE
Labeled Data DRIVE STARE IOSTAR STARE IOSTAR IOSTAR
DRIVE - 0.646 0.634 - - 0.580
STARE 0.585 - 0.595 - 0.689 -
IOSTAR 0.583 0.655 - 0.543 - -

(c) Test Set: HRF

Unlabeled Data DRIVE DRIVE STARE
Labeled Data DRIVE ~ STARE HRF STARE HRF HRF
DRIVE - 0.691 0.541 - - 0.490
STARE 0.450 - 0.354 - 0.783 -
HRF 0.677 0.744 - 0.745 - -

(d) Test Set: IOSTAR

Table 5.5: RESULTS OF EXPERIMENT 4. Each table corresponds to a dataset whose original test set is used
as the model’s test set. In every table, the datasets in the first column are used as labeled data with all their
samples. The datasets in the first row are used as the unlabeled data with all their samples. - means there
are no results here since the labeled dataset and unlabeled datasets overlap. The initialization network is
U-NET, and the data augmentation is grayscale and Gaussian noise. The highest results of each test set are
highlighted in color. Different colors mean the results are produced by different labeled datasets. Blue results
are trained with the labeled dataset DTARE, and red results are trained with the labeled dataset DRIVE.

when the labeled dataset is HRF or STARE, the F1 score of the prediction increases along with
increasing the number of unlabeled datasets. According to our hypothesis, dataset DRIVE is the
most similar dataset to IOSTAR in terms of features learned by our model; adding any other
dataset will not provide any new information to the model. Instead, it will only increase the noise
learned by the model. Moreover, adding HRF as the unlabeled dataset generates a worse result
than adding STARE, suggesting that HRF is more dissimilar to IOSTAR.

It can be seen that the Mean Teacher model performs best in predicting unseen datasets when
STARE is used as the labeled dataset and trained with two unlabeled datasets. This is an interest-
ing finding because the STARE dataset is the smallest dataset with poor quality. We hypothesize
that the Mean Teacher model learns more information from more unlabeled datasets and elimi-
nates the gap between the labeled dataset and the test dataset when the labeled dataset is not of
good quality. The information learned from the unlabeled datasets helps the model generalize
better to unseen datasets.
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5.4 Supervised Model Generalization Performance

In Experiment 1, 2, and 3, the performance of the Mean Teacher model is tested. In order to com-
pare with the supervised model, a generalization ability test on the two initialization networks is
conducted. The result of the generalization ability of the supervised models on an unseen dataset
is shown in Table 5.6. It can be seen that for some dataset pairs, the generalization ability is quite

. TestSet | LRIVE STARE HRF IOSTAR
Train Set
DRIVE 0814 0795 0701 0791
STARE 0741  0.825 0750  0.671
HRF 0636 0735 0803  0.560
IOSTAR 0758 0768 0702  0.824
(a) U-NET Generalization Ability
. TestSet | LRIVE STARE HRF IOSTAR
Train Set
DRIVE 0811 0797 0705  0.766
STARE 0756 0828 0742 0597
HRF 0576 0641 0797  0.508
IOSTAR 0760 0767 0674  0.825

(b) DRIU Generalization Ability

Table 5.6: SUPERVISED MODEL GENERALIZATION PERFORMANCE. The numbers in the diagonals are
the F1 scores when the corresponding model is trained and tested on the same dataset. The other numbers
are the F1 scores when the corresponding model is trained with the train set and tested with the test set
corresponding to the row and the column. The lowest cross-dataset result is highlighted in bold.

low. The mean and standard deviation of the F1 scores of the two supervised model cross-dataset
test are 0.717, 0.069 for U-NET, and 0.691, 0.092 for DRIU, respectively. U-NET model performs
better than DRIU model in generalization ability in supervised training, which is consistent with
their performances in the Mean Teacher model. Although the mean of the F1 score of the U-NET
model in supervised learning is higher than in the Mean Teacher model, the standard deviation is
also higher, which means it is possible for the supervised model to produce relatively inaccurate
predictions on some dataset pairs, for example, the HRF-IOSTAR pair. Its F1 score is the lowest
number in Table 5.6 and is highlighted in bold, implying that HRF is more difficult to generalize
to IOSTAR than other datasets. This is consistent with our result in Experiment 3.



Chapter 6

Discussion

Following the analysis of the experiment results in chapter 5, in this section, we discuss the find-
ings of the experiments and the limitations of this work.

6.1 The Mean Teacher Model

By comparing the results of the experiments, we find that for the Mean Teacher model, the best
performance occurs not always when the labeled data is of the best quality. When predicting on a
known unlabeled dataset, the dataset with the highest resolutions achieves the best performance,
even though the shape of the samples is not an entire eyeball. However, the performance of the
model is not positively correlated with the resolution of the labeled dataset. It is hard to say
what affects the performance most. The factors may be the number of samples, the quality of the
samples, the position of the optic disc, or all of them. We can not draw a conclusion from this
work due to the limited amount and the small size of the datasets.

When looking into the performance of the Mean Teacher model on different labeled /unlabeled
dataset pairs, we can see that the worst generalized pair in the supervised learning model is
better generalized. Figure 6.1 shows the comparison of predictions produced by the Mean Teacher
model and the supervised model on the same dataset pairs. Among all labeled /unlabeled dataset
pairs, the HRF/IOSTAR has the worst generalization performance in the supervised learning
model, and the performance is significantly improved by the Mean Teacher model. However,
the best performance pair (DRIVE/IOSTAR) gets slightly worse when turning the model from
supervised to the Mean Teacher. The reason may be the samples in HRF are not entire eyeballs,
the lost information is learned from the unlabeled dataset. In contrast, the DRIVE dataset is
similar to IOSTAR, and the model learns more noise from the unlabeled dataset. However, other
factors may also affect the performance such as the number of samples, the quality and the color
of samples, and the position of the optic. Nevertheless, the Mean Teacher model can improve the
performance of dataset pairs that can not be well generalized in the supervised learning models.

When predicting an unseen unlabeled dataset, the dataset with the poorest quality achieves
the best performance by increasing the number of unlabeled datasets. The reason we hypothesize
is that the unlabeled datasets with better quality complement the labeled dataset and improve the
performance. It is worth exploring whether to keep increasing the number of unlabeled datasets
can improve the performance of the model. Due to the lack of datasets, we can not conduct a
comparative experiment to verify this finding.

However, increasing the number of unlabeled datasets does not always improve the perfor-
mance of the model. If the labeled dataset and the test dataset are similar, the unlabeled dataset
may provide information that can be seen as noise to the model and degrade the performance.
For example, for our model, dataset DRIVE is the most similar dataset to IOSTAR; dataset HRF
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(a) Example from DRIVE (b) Supervised (c) Semi-supervised
Labeled: DRIVE Labeled: DRIVE
Unlabeled: IOSTAR

(d) Example from HRF (e) Supervised (f) Semi-supervised
Labeled: HRF Labeled: HRF
Unlabeled: IOSTAR

(g) Original IOSTAR Example (h) Supervised
Labeled: IOSTAR

Figure 6.1: PREDICTIONS OF SUPERVISED MODEL AND SEMI-SUPERVISED MODEL. The supervised
model is U-NET, the same as the initialization network used in the Mean Teacher model. Green lines indicate
true positives, red lines indicate false negatives and blue lines indicate false positives. In supervised learning,
DRIVE is better generalized to IOSTAR than HRFE, while in semi-supervised learning, the model learns more
noise which degrades the performance when the labeled dataset is DRIVE. In contrast, the Mean Teacher
model trained with HRF and IOSTAR learns more useful information and achieves better performance than
the supervised model. An example of the labeled dataset is shown in the first column.
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is difficult to generalize to IOSTAR, which is suggested in the results of the supervised learning
model. Figure 6.2 shows the comparison of predictions when increasing the number of unlabeled
datasets in the Mean Teacher model. The figure clearly shows that for the DRIVE/IOSTAR pair,
increasing the number of unlabeled datasets leads to more false positives, while for the HRF/
IOSTAR pair, increasing the number of unlabeled datasets reduces the number of false positives.

a) Labeled: DRIVE (b) Labeled: DRIVE
Unlabeled STARE Unlabeled: STARE,HRF
(c) Labeled: HRF (d) Labeled: HRF
Unlabeled: DRIVE Unlabeled: DRIVE,STARE

Figure 6.2: COMPARISON OF PREDICTIONS WHEN INCREASING THE NUMBER OF UNLABELED
DATASETS. This figure shows different predictions on dataset IOSTAR when increasing the number of un-
labeled datasets. Green lines indicate true positives, red lines indicate false negatives, and blue lines indicate
false positives. The captions under each image indicate the labeled dataset and the unlabeled datasets used
to train the model.

During semi-supervised training, it occurs that the model fails to converge in some experi-
ments. The reason is that the optimizer used here is AdaBound. It is a new optimizer that com-
bines the advantages of Adam and SGD. The loss function of this task is not so smooth that the
optimizer may get stuck in a local minimum. In the future, we will try to use other optimizers to
see if the problem can be solved.

In this work, the hyperparameters are not optimized. In the consistency weight function (3.2),
the maximum value of the consistency weight w,,,., the steps T' the function takes to the maxi-
mum value and the weight function itself are possible to influence the performance of the model.
It still needs to be explored what and how these hyperparameters affect the performance of the
model.
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Figure 6.3: LOSS CURVE. This figure shows an example loss curve of U-NET pre-trained on dataset DRIVE
as the labeled dataset after grayscale and adding Gaussian noise. The blue line indicates the training loss and
the orange line indicates the validation loss. The extra validation set is the original testing set, and its loss is
represented by the green line. The red dot indicates the lowest validation loss where the model parameters
are saved and used to initialize the Mean Teacher model.

Due to the choice of the validation set and fixed training epochs, it can be seen from the loss
curves of the pre-training that the model is overfitting to the train set. Figure 6.3 shows an exam-
ple of the loss curve of U-NET pre-trained on dataset DRIVE as the labeled dataset after applying
grayscale and Gaussian noise. The blue line indicates the training loss and the orange line in-
dicates the validation loss. The red dot indicates the lowest validation loss where the model
parameters are saved and used to initialize the Mean Teacher model. The extra validation set is
the original test set, and its loss is represented by the green line. The green line is going up with
the training loss decreasing, which indicates that the model is overfitting to the train set. In this
case, the results of our experiments are lower than the result the model should achieve. However,
our datasets are too small to split into a train set and validation set to prevent overfitting. It can
be solved by using larger datasets when available.

Another limitation of this work is that the annotations of the ground truth in the datasets are
not objective. Retinal vessels have complex structures and different experts may give different
annotations on the same image. Even the same expert may give different annotations on the same
image in different situations. This may lead to unstable performance. However, it is one of the
dataset’s characteristics and is difficult to change. It is worth discussing how to solve it properly.

6.2 Unsupervised learning

The performance of semi-supervised learning is affected by the size and quality of the labeled
data. In order to overcome this limitation, unsupervised learning methods are proposed. Un-
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supervised learning methods can be trained with unlabeled data only. The most common unsu-
pervised learning method is self-supervised learning. The framework of self-supervised learning
uses only unlabeled data to formulate a pretext learning task such as predicting the relative loca-
tions of the image patch or image rotation. These tasks should be useful for solving downstream
practice problems. ( , ) summarized the self-supervised learning methods
and their corresponding pretext tasks.

Recently, contrastive learning, which is a variant of self-supervised learning, becomes popular
and draws a lot of attention. Contrastive learning regards the task of maximizing the similarity
of different representations from one image as the pretext task directly ( , )- A
simple illustration is shown in Figure 6.4. An input z; is first transformed into two variants

Vi <Maximize agreement—> V¥

1 1

0] o)

h; «—Representation—»  hj
4 4
f)

f)
DAy DAy

Figure 6.4: ILLUSTRATION OF CONTRASTIVE LEARNING. ; is an input image, x;1 and ;2 are two
variants after two different data augmentations DA1 and DA2. h; and h; are the representations of x;; and
x42, respectively, after a neural network f(.). g(.) is a projection function that maps the representations to the
same space. v; and v; are the projections of h; and h;, respectively. The loss function is defined to maximize
the similarity between v; and v; ( , ).

z;1 and z;2 by two different data augmentations. Then the representations of z;; and z;, are
calculated by a neural network f(.). The representations are then projected to the same space by
a projection function ¢(.). The projections of z;; and z;» are v; and v;, respectively. v; and v; are
defined as positive pair. In ( , ), it is shown that the model performs better when the
similarity is computed between v; and v; than between h; and h;. The choice of g(.) also matters.
A non-linear projection function is preferred. Let sim(u,v) denote the similarity between two
representations v and v. The loss function for a positive pair of examples(v;, v;) is defined as:

exp(sim(vs,v;)/T)
09 3B ;
> ht Lppzaexp(sim (v, vg) /)

where B denotes the number of one batch examples and 7 is a temperature parameter. 1;; is
an indicator function that is equal to 1 if £ # ¢ and 0 otherwise. The final loss is computed across
all positive pairs, both (4, j) and (4, ), in a batch and is defined as:

0 =—1 (6.1)

B
> 62k — 1,2k) + €(2k, 2k — 1))] (6.2)
k=1

1

‘C:ﬁ

Equation (6.1) and Equation (6.2) indicate that the loss is computed at the image level. In
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the segmentation task, loss at the pixel level is more required. To tackle this problem, (

, ) proposed a dense contrastive learning method. The authors calculated network loss
which combined the global contrastive loss (Equation (6.2)) and a local dense contrastive loss.
The feature vector of one view from one input was split into small grids. Two grids from the
same location but different views of the same input were regarded as positive pair. The views
from other inputs were pooled to the same size as the grid and formed the negative pairs. How-
ever, the grid positive pair is not easy to match as the method in ( , ). In order to
match the positive pairs, all feature vectors were pooled to the same size as the grid. Then the
similarity between the feature vectors was calculated and the most similar pairs were selected as
the positive pairs. This method can partially solve the problem of pixel-level loss in typical se-
mantic segmentation tasks, but still is not sufficient. Because true-labeled pixels in negative pairs
may have the same amount as in the positive pair, which will confuse the model during matching
positive pairs. The problem becomes even worse in the retinal vessel segmentation task because
the true-labeled pixels are more dispersed. Therefore, it still needs further exploration to solve
the problem of pixel-level loss in contrastive learning.

However, the idea of contrastive learning is promising. In some semi-supervised models, for
example, ( , ) used contrastive learning to pre-train a network using the unlabeled
data and then fine-tuned the model with labeled data. Some other works combined consistency
learning and contrastive learning such as ( , ) and ( , ), which is also
a promising direction for further research in this task.
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Conclusion and Future Work

This work is aimed to alleviate the lack of labeled datasets in retinal vessel segmentation. The
task is challenging because the true-labeled pixels belonging to the vessels are distributed all over
the image so that limited data augmentation techniques can be applied to the samples. This work
adapts a popular consistency learning model, the Mean Teacher model, to this task and tests the
performance on four datasets. It provides some new insights into leveraging unlabeled datasets.

The Mean Teacher model is composed of two networks with the same structure. The two
networks are initialized by any supervised learning model which is feasible for the task. Two
variants of the same input are sent into the two networks and produce two predictions. The main
idea of the model is to minimize the differences between the two predictions and maximize the
agreement between the prediction and the ground truth (if available) by a combined loss. The two
variants are generated by applying data augmentations to the input image. In our experiments,
the model achieves the best performance when grayscale and Gaussian noise are adopted. The
feasible data augmentations are limited by the distribution of the pixels belonging to the vessels.
We expect a solution to apply stronger data augmentations to the inputs while not leading the
model not able to reach convergency.

The results of our experiments show that the Mean Teacher model can exploit the unlabeled
dataset to improve the generalization ability of the model when the supervised learning model
is not able to generalize the labeled data to the unlabeled data. The choice of the labeled dataset
used in training plays an important role in the model when trying to predict a known unlabeled
dataset. It needs further investigation to find out the characteristics of the most suitable labeled
dataset.

When predicting an unseen unlabeled dataset, the model provides a solution with one poor-
quality labeled dataset and two good-quality unlabeled datasets and achieves improvement on
some labeled /unlabeled dataset pairs. However, this solution needs more datasets and further
experiments to verify. Moreover, the effect of increasing the number of unlabeled datasets also
needs more datasets to investigate.

Our experiments imply that the performance can also be affected by the choice of the initial-
ization network. Therefore, exploring the usage of other initialization networks is an interesting
direction for future work. Due to the limited time, the effect of the hyperparameters is not inves-
tigated in this work, thus it can be further studied in the future.
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