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Abstract

Time-stamped event sequences (TSES) are event sequences without values. Analysts are mainly
interested in the temporal signatures of phenomena. It is a hardly investigated data type with
growing interest since it is observed across a wide range of domains. There are two main prob-
lems in TSES that hamper the design of visual-interactive solutions. First, lack of awareness of
affecting factors for problem characterization for TSES and second, lack of specific task charac-
terization for TSES. Consequently, designers have a hard time making correct design decisions
when building data analysis solutions for TSES, which ultimately influence the effectiveness of
the tool to be built. We conducted two types of studies to address these problems. To address
the lack of awareness of affecting factors, we did a systematic characterization of TSES-oriented
real-world problems structured by four main aspects: (1) domain context & users, (2) data char-
acteristics, (3) tasks, (4) metrics. In our study approach, we systematically identified a diverse
set of factors associated with these above-mentioned main four aspects initially. Then, we col-
lected 65 TSES-oriented real-world problems spanning a wide range of domains, focusing on
identified factors using a user-based survey study. Lastly, we systematically analyzed the dis-
covered factors and then related them to identify the relationships between factors. To address
the second problem of lack of specific task characterization, we presented a generalized problem
characterization for TSES. In our study approach, we used two complementary survey sources:
a User-based survey study and a Survey of design studies. Initially, we built a generalization
of tasks that are currently supported in vis tools related to TSES based on 16 design studies for
TSES and related, which resulted in 26 tasks. Then we built a generalization of user tasks based
on 65 survey responses, which resulted in 25 tasks. For the generalization, we used coding and
affinity diagramming, well-known techniques of qualitative research. Finally, we unified these
two sources and proposed a task characterization consisting of 28 tasks for TSES. We found that
questionnaire answers on TSES are extremely heterogeneous, and no two answers are similar or
even equal with some degree of abstraction. Results of the second part of the study show that
80% of the user tasks are similar to tasks extracted from design studies focused on TSES or related
data types.
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Chapter 1

Introduction

As data volumes increase, it is impossible to analyze data manually to gain useful information.
Consequently, there is an increasing interest in gaining new insights from data analysis support. It
has become crucial for many fields such as chemistry, software, cybersecurity, and environmental
sciences to analyze their own data, so they can gain new insights. Visualization (vis) tools show
data visually in a way that makes insights easier to comprehend for humans. As a result, vis tools
became popular, driving research in multiple fields including machine learning, human-computer
interaction, and visualization proposing different guidelines, methodologies, and techniques that
could make those tools more effective for the user. Design studies are a common approach for
building vis tools. There are two main types of design studies to create vis tools: problem-driven
design studies and data-first design studies, each focusing on users and data respectively, prov-
ing that both aspects and their characteristics are equally important. Having a clear idea of both
users and data makes the design process efficient and the final output more effective. In such de-
sign processes, there are a number of factors to take into consideration in multiple aspects besides
user characteristics and data characteristics such as user needs and domain context characteristics.
This is called problem characterization [66, 86] in the vis community which involves consideration
of multiple aspects such as learning the target domain and the problems, data, and needs of the
domain experts in order to have a shared understanding between vis researcher and the domain
experts. According to Sedlmair et al.[86] this is a crucial step in design study and even argued
this as a first-class contribution of a design study. Further, the authors have pointed out multiple
potential benefits of problem characterization including future researchers who propose different
solutions to the same problem can benefit from this knowledge, as well as this allows more au-
tomation which doesn’t require humans in the loop as a result of externalizing and articulated
domain knowledge.

The data type we mainly focus on in our research is ’Time-Stamped Event Sequences’. We
refer to “time-stamped event sequences” as TSES for both singular and plural from this point on-
ward. A TSES is a sequence of time-stamped events with no particular value domain (refer Figure
1.1), where the analytical focus is mainly on the temporal signatures of the events. TSES can be
found across a wide variety of application domains including manufacturing, healthcare, education,
finance, software, retail, or geological phenomena. Example cases of TSES include git commits, hospi-
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talizations due to Covid-19, customer complaints, traffic accidents, sleep behavior etc. This special data
type contains three natural granularities (refer Figure 1.2): events, event sequences, and groups
of event sequences. In addition to time signatures, TSES often are accompanied by a rich set of
relevant attributes to encode the context in the data. We refer to these attributes as metadata
and there can be a variety of metadata types, either categorical, numerical, or multivariate, and
the number of metadata can vary as well. There are many examples of metadata, including ge-
ographical location of some Earth phenomena, device type for measuring blood pressure, and vehicle type
in accidents, and all play a fundamental role in building the context for either event, sequence of
events, or group of event sequences. Given three granularities in the data and the heterogeneous
nature of metadata, TSES are a complex and specific data type. Users carry out special tasks on
it due to its unique nature. There has been a diverse set of tasks [32, 75] identified in the vis com-
munity for event sequence data such as compare, grouping, identify trends, etc. The diversity
of the tasks increases when the tasks are associated with the different granularities of the data
and the metadata. Furthermore, due to their unique characteristics, TSES are often assessed using
a set of metrics that translate data characteristics into the numerical format, which allows easy
comparison, trend identification, etc. Some common metrics found are peaks, gaps, recurrences,
accelerations, density, or outliers.

Even though TSES is a hardly investigated data type, there is a growing interest towards an-
alyzing TSES data since it spans across a wide range of domains. Therefore, proper problem
characterization of TSES is important when building vis tools focusing on TSES. Existing research
revealed three main aspects that need special attention: domain context & users, data, and tasks. Six
qualitative interviews with domain experts focusing on TSES in our previous work and existing
work on TSES revealed metrics are also a special aspect of TSES that requires special attention.
To explain these aspects in detail: (1) Domain context & user aspect refers to learning about the
problem, target domain, goals, existing practices, and user characteristics, (2) data aspect refers
to learning about the general discipline that the dataset describes, (3) task aspect refers to learn-
ing about users’ data analysis and visualization needs, (4) metrics aspect refers to learning about
users’ interested features. However, designers are not informed about these different influencing
factors for problem characterization.

For TSES two main problems hamper the design of interactive visual analysis solutions.

• Problem 1: Lack of awareness of affecting factors for problem characterizations for TSES

• Problem 2: Lack of specific task characterizations for TSES

The lack of awareness of designers on different factors can lead to poor and incomplete prob-
lem characterization, which ultimately affects the effectiveness of the final tool to be designed.
This is due to three main reasons. First, there are no existing works discussed all four aspects
which mentioned earlier, and if so not at the same balance or level of depth. Second, the factors
existing problem driven work paid attention to are quite diverse, so are their emphasis. Even
though reflection on the existing design studies often guide new design studies and gives clues
as to which path to follow, this is not an option for TSES due to the limited existing design stud-
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ies focusing on TSES. Third, designers have a lack of solid understanding of the data type and
overview of TSES oriented problems, since existing work doesn’t provide many insights about
the data type and also about diverse TSES problems. Consequently, designers are limited in mak-
ing proper design decisions.

Further, we identified that the awareness for analysis task is crucial for the design of usable
and useful data analysis systems. However, for TSES, this awareness hardly exists and the reflec-
tion on related work reveals 3 reasons. First, there are general task taxonomies, but they aren’t
specific enough to apply for a specific data type. Second, there are data-specific task taxonomies
that recognize the value of data beside the tasks. But, there is no data-specific taxonomy for TSES.
Third, design studies provide domain specific task taxonomies, but nice to have a domain agnos-
tic task taxonomy. Unfortunately, generalizability is not possible in the context of TSES, due to
limited existing design studies exist for TSES or related. Consequently, general users may have
heterogeneous tasks when working with TSES that have not yet been taken into account.

In this thesis, we conducted two types of studies to address these problems. We did (1) a
systematic characterization of problems to address the lack of awareness of affecting factors for
problem characterizations for TSES using a user-based survey study and (2) a systematic identi-
fication of tasks to address the lack of task characterization for TSES using two complementary
studies: a user-based survey study and survey on existing literature study. The research questions
on the lack of problem characterization were (1) RQ1: How do domain-related factors impact
the problem characterization?, (2) RQ2: How do diverse data characteristics impact the problem
characterization?, (3) RQ3: How do tasks impact the problem characterization?, (4) RQ4: How
do metrics impact the problem characterization?, (5) RQ5: What effect do domain context, user
characteristics, data characteristics, tasks and metrics of TSES have on each other? while the re-
search questions of the lack of task characterization were (1) RQ1: Can tasks derived from surveys
be described in a common language?, (2) RQ2: Do common tasks exist?, (3) RQ3: How well do
user study tasks match those from related design studies? (4) RQ4: Can two sources be unified?
Overall, this work addresses these research questions with the following two main contributions.

1. Systematic characterization of TSES-oriented real-world problems structured by four major
aspects: domain context & users, data characteristics, tasks, and metrics using a user-based survey
• Systematic identification, analysis of factors associated with domain context/users, data

characteristics, tasks, and metrics
• Identification of relationships between different factors based on the systematically identified

real-world problems.
2. Systematic domain-agnostic task characterization for TSES based on two complementary sur-

vey sources.
• Generalization of tasks that are currently supported in vis tools related to TSES based on a

survey on design studies.
• Systematic review of the current state of user tasks based on user-based survey.
• Unification of two sources to present a task characterization.

The remainder of this thesis is structured as follows. In Chapter 2, we provide an overview of
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three core research areas that inspired this study: Information Visualization and Visual Analytics,
Vis Design Methodology, and Time-Stamped Event Sequences. In chapter 3, we will reflect on
the two main problems discovered and lay the foundation for the study work. Methodology &
results related to problem 1 are explained in Chapter 4, while problem 2 is discussed in Chapter
5. Limitations of this work and discussion items and the future work are presented in Chapter 6.
Finally, the conclusions along with recommendations for future work are presented in Chapter 7.

Figure 1.1: Differences between TSES and other event sequence data and time-oriented data

Figure 1.2: Granularities naturally exist in TSES data. Individual events represent the finest granularity of
event sequences, an event sequence is the complete record of events and a group of event sequences
represent a collection of event sequences.



Chapter 2

Related Work

We start with providing an overview of Info Vis(IV) and Visual Analytics(VA) as an overarching
research field. Next, we emphasize vis design methodologies as it is similar to our type of study.
Then, we give a profound overview of TSES, which is the data type at hand with unique charac-
teristics that need to be considered in the study of design/user support. Finally, we shift our focus
towards tasks by providing an overview of tasks related to TSES. We further reviewed existing
task characterizations and methodological aspects to building task characterizations, since in our
study we are planning to present a task characterization.

2.1 Information Visualization and Visual Analytics

Information visualization typically focuses on abstract data by showing it visually in a way that
makes insights easier to comprehend for humans [90] while visual analytics(VA) combines com-
putational techniques with information visualization to support analytical reasoning about the
data. In recent years, VA has gained popularity due to the heterogeneous, massive, and complex
nature of the data in a wide range of domains. VA is "the science of analytical reasoning facilitated
by interactive visual interfaces", which integrates human knowledge in the data analysis process
through visualizations [21, 95, 44]. In contrast, it can be viewed as an integrated approach to
decision-making, combining visualization, human factors, and data analysis [21, 44]. Ergonomics
et al. have pointed out that user plays an integral part of the visual analytics process by interact-
ing with the tool [24]. At the end, it is the user who observes the visualizations to generate new
insights through reasoning. Therefore, user’s perception and interaction with a visualization tool
has a significant effect on their understanding of data as well as the tool’s usefulness. Therefore,
significant efforts have been made to develop visualization tools that can be used by users to gain
relevant information.

There have been numerous research in many fields including machine learning, cognitive sci-
ences, and advanced algorithms suggesting different methodologies, design guidelines, and al-
gorithms to provide users with VA tools that meet their expectations. Cui and Sun reviewed the
recent research in VA and presented a comprehensive overview on research advances in the field
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to provides a clear understanding on current edge techniques in the field [21, 91]. Accordingly,
there are a number of methodologies, guidelines proposed in the literature which can be utilized
when building vis tools. Methodologies and guidelines are a crucial research line of research in
VA, leading to effective VA tools (cf. Section 2.2).

A number of vis tools have been proposed in the literature to assist users in solving com-
plex problems with large data volumes by helping them gain new knowledge by incorporating
guidelines and techniques proposed in the literature. VA tools can be divided into two main
types, depending on whether they were developed in response to a set of problems or a particu-
lar problem. (1) Generalized vis tools are developed as a general solution to a group of problems.
Therefore, requirements and constraints spans across all the problems were given attention when
building these tools. For example, these tools can be either data specific or domain specific or
data agnostic or domain agnostic solutions. (2) Specialized vis tools are developed as a solution
to a specific problem in the real-world by giving attention to all the constraints and requirements
only relevant to that problem. In our study, we aim to find out different important factors that
facilitate the development of both specialized and generalized vis tools focusing TSES. The results
of this study may benefit future research on a variety of aspects when building analytic tools such
as problem characterization, design, and evaluation.

2.2 Vis Design Methodologies for Data Driven and

Problem Driven Research
Literature offers many methodologies for visual design, which plays a crucial role in achieving an
effective tool in the end. Section 2.1 reveals, it is the user who observes and gain insights which
they are not aware of earlier to formulate new questions, hypotheses, and models. Therefore,
a good visualization design should also include a valuable exploration process in addition to
visualizing data [80]. Several author groups, such as Roger et al. [82] and Saket et al. [84], have
stressed the importance of both usability and user experience in visualization designs. Due to the
major role users play in the analysis process, it was identified that users should be included in the
design process as well.

Design Studies User-centered design has been extensively discussed and applied in visualiza-
tion [48, 88, 8, 58]. A common method for building these vis tools are design studies. Two types
of design studies exist, data-first design studies and problem-driven design studies, of which
problem-driven design studies are commonly used as it was proposed 10 years ago while data-
first design studies was an outcome of a recent research. Problem-driven studies address real-
world problems by involving users early in the process. There are two possible ways to do the
problem driven design studies in order to build an effective vis tool efficiently. Either investi-
gate existing design studies to gain a better understanding of the current state of the problems
and critical factors that need special attention prior to undertaking the study, or utilize existing
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design study methodologies for the design process [86]. Due to the little guidance on how to
do problem-driven design studies effectively, Sedlmair et al. proposed a nine stage methodology
[86]. Collaboration between visualization researchers and domain experts is a fundamental and
mandatory part of this nine-stage framework. There have been several enhancements suggested
to the above framework [62, 63] while keeping collaboration between the researcher and the do-
main expert unaltered. The other method of building vis tools is data-first design studies which
is applicable when problem-driven research motivated and inspired by data, which is similar to
our user-based survey study which was inspired by TSES. Compared to the problem-driven vi-
sualization research, stakeholders join later in the process. Despite data being the main focus of
data-first studies, visualization researchers should be experts in the domain and act as primary
stakeholders in developing visualization tools based on their own experiences. Therefore, it is
evident that user play a vital role, besides data being the main focus in these data-first design
studies [71]. Oppermann et al. proposed methodology for data first design studies consists of 10
stages by making some changes to existing problem driven methodology. Despite differences in
process order, both methodologies emphasize tasks, data, and domains in their respective studies
[71, 86]. Thus, we decided to utilize two types of data sources to answer our research questions,
one of which focuses on data-first studies and the other focusing on problem-driven studies us-
ing a user-based survey studies focusing on TSES and survey on problem driven design studies
related to TSES respectively.

Aspects & Factors influencing Visualization Design There is a rich source of existing work
which proposed guidelines that can be applied to design studies. There are many factors that
were taken into account during different studies, so in this section we discuss how they were
taken into consideration during different studies along with the different factors. We identified
a set of factors stems from domain context, data, and task aspects. Many studies have empha-
sized the importance of learning tasks and data of target users in some particular target domain
[66, 86, 10]. Clear understanding of existing tools and workflows allows designers to understand
the data and also the actions carried out by target users [66]. Brehmer also pointed out that it
is crucial to understand how individuals, existing tools, data, and contextual factors interact before
developing a tool suitable for the target audience and its unique contexts of use [10] and have
presented different methods that can be used to learn those factors. Similarly, Plaisant argues
that information visualization designers should study the design context for visualization tools,
including tasks, environments, and current practices [74]. Lloyd et al. highlighted the significance
of common understanding of context of use, domain data to successful vis design based on their
design study in the context of geovis [58]. Crisan et al. explored two types of external constraints
in depth, regulatory and organizational constraints, and describe how these constraints impact visu-
alization design and evaluation [20]. Many task taxonomies and design spaces are proposed in
the vis community, confirming that user needs are the most important aspect of designing a vis
tool [3, 85, 100]. On the other hand, Pretorius et al. argued the importance of understanding data
characteristics when designing a visualization, more than designing for user needs [78] revealing
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the equal importance of both tasks and data. There are data specific task taxonomies proposed
in the literature, claiming significance of paying attention to the data characteristics besides tasks
[12, 1, 32]. Hackos et al. listed a wide range of factors which affect the task analysis when build-
ing a system. This list contains many factors such as personal,social, cultural characteristics of user,
user preferences, goals, experience, physical environment, tasks etc. [33]. Our work is inspired by this
work, and identified the possibility to have a similar set of factors that is specific enough to char-
acterize TSES. We identified different factors stems from 4 main aspects namely domain context,
data, tasks, and metrics. To summarize, domain context aspect includes existing tools [66, 10, 74],
existing work flows [66], contextual factors [10, 74, 58, 33], regulatory constraints [20], goals [33],
organizational constraints [20] while user characteristics aspect includes individuals [10], per-
sonal,social, cultural characteristics of user [33], user preferences [33]. Further, many studies have
researched on task aspect [74, 3, 85, 100, 33]. Importance of data characteristics aspect is also high-
lighted [10, 58, 78, 12, 1, 32]. Furthermore, we discovered metrics also can contribute significantly
to problem characterization, although this is a very specific aspect that is not applicable to most
data types. In section 3.1, we will discuss the problem of lack of awareness of these influencing
factors and then summarize different factors identified under different aspect in more detail.

2.3 Time-Stamped Event Sequences
Event sequences are an ordered list of events [32]. There are different types of event sequence
data as shown in Figure 1.1 such as classical event sequences (categorical, value), univariate (nu-
meric value), and multivariate time series (typically multiple numeric values). However, in our
study, our focus is on TSES. In contrast to classical event sequences, in TSES each event contains a
timestamp without any value information. TSES spans across a wide range of domains including
manufacturing, healthcare, education, finance, software, retail, or geological phenomena, education, food.
Git commits, hospitalizations due to Covid-19, customer complaints, traffic accidents, sleep behavior, earth-
quake aftershocks, or heartbeat are some example scenarios of TSES. Domain context is also playing
an important role, since most of the user needs are highly specific to the given domain and the
context.

Following that, we will examine data characteristics of TSES. TSES consists of three natural
granularities: event, event sequences, and group of event sequences 1.2. The size of the data de-
pends on the number of events and the number of event sequences of the dataset, and can vary in
both sides. Data analysis is even more challenging due to the large data volume when event se-
quence and event count are high. Du et al. proposed different strategies to cope up with growing
data volume [23] by sharpening analytic focus. Some of the interesting strategies that are relevant
to TSES are ’aligning’ ’temporal folding’, ’partitioning’. Guo et al. also listed different interaction
techniques to support users with enough flexibility [32]. Some interesting techniques relevant to
TSES and this study are ’segmentation’,’aligning’. These different strategies and techniques relevant
to TSES will be discussed in greater detail in Section 3.1.

Most related approaches for time-oriented data support classical event sequences with cate-
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gorical events or numerical time series of univariate or multivariate types. Guo et al. presented
a review of state-of-the-art visual analysis approaches for classical event sequences categorized
by analytical use and application domain [32]. Research work in this field spans across a wide
range of domains serving a variety of tasks such as health informatics [15, 15, 34, 70], social media
[65, 87, 102], computer systems [65, 87, 102]. According to Guo et al. some of the frequently ap-
plied event sequence tasks are ’summarization’, ’prediction and recommendation’, ’anomaly detection’,
and ’causality analysis’, ’compare’ [32]. However, due to the differences in data structure, all exist-
ing techniques for event sequences can’t be directly integrated into this data type. This allows for
great exploration, which led to its growing popularity in diverse research fields. There exist only
a few visualization approaches and design studies for TSES[103, 68]. Unique data characteristics
of TSES opens up new task space such as metadata introduce a new set of analysis tasks on ’rela-
tion seeking’ due to the ability to relating to the context compared to the existing event sequence
analysis. Tasks play the central role in vis design. Even though TSES holds a different set of tasks
due to it unique nature, there is no task characterization for TSES. This inspired us in the second
part of the study.

Furthermore, in data mining research, TSES are often assessed with metrics which produce
features to support the analysis. Metrics address in this study are size, subsequence length, regu-
larity, distance, acceleration, outliers in event sequence level, outliers in event level, gaps, skew-
ness, density, entropy, peakiness. However, this is a unique aspect compared to other data types
and will be discussed further in the Section 3.1.

Even though there is a large exploration space exist, there is very little existing work on TSES.
Therefore, reflection of design studies are not an option to learn about different characteristics of
TSES which leads to poor design decisions, ultimately affecting the effectiveness of the tool to be
built. Therefore, we identified the need of a problem characterization for TSES will be discussed
further in the Section 3.1.

2.4 Tasks, Task Characterizations & Building Method-

ologies
Tasks for Time-Stamped Event Sequences In this section, we will look at the tasks of TSES.
Most of the existing work focuses on classical event sequence data even though our main focus is
on TSES. Guo et al. reviewed state-of-the-art visual analytic approaches for event sequences and
categorized them based on application domain and analytic tasks [32]. According to the study,
event sequence data is frequently observed and discussed in medical, internet, and industry 4.0
applications. The most prominent tasks found across these domains are patterns of individual
sequences [53, 73, 28, 29], cluster event sequences [29] and cohort comparison [13, 49, 50, 61, 76],
cohort summarization [30, 31, 77, 108], progression analysis [97, 73], detect anomalous sequences
[14, 102]. Despite not being prominent, the following tasks are also present across these domains
such as modify individual sequences [51] and predict [41].
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Even though these analytic tasks are focusing on classical event sequences, most of these can
be integrated in to our focus data type TSES. The unique data structure of TSES compared to
classical event sequences limits the application of some tasks while allowing new set of tasks.
Section 2.3 present unique characteristics of TSES such as metadata, metrics. Metadata creates
the context for an event or event sequence or group of event sequences, which opens up a new
task analysis space on identifying relations between different data granularities and metadata.
Furthermore, many analysis tasks can be identified with metrics used by TSES for identifying
interesting data features.

However, despite the new task analysis space, there is no task characterization for TSES. Gen-
eralized task taxonomies hides the new analytic tasks space. Due to this, most task abstractions
in related design studies have been done manually [22, 60, 98].

Task Characterizations in InfoVis To build a task characterization, we review existing task
taxonomies, task typologies, and task characterizations. Task abstraction is an important step
in vis design process [66, 86]. Abstract tasks are domain agnostic & interface agnostic opera-
tions performed by users [66]. Therefore, abstract tasks permit systematic analysis and the re-use
of existing visualization methods, transferability of a design study’s specific result into another
domain [67, 81, 5, 86]. Due to these benefits, there are many research proposing abstract task
frameworks. Most of the proposed framework are generic taxonomies [100, 4, 85, 11]. However,
these are too broad to applied into specific data types. There are set of task taxonomies which
are domain-specific such as genomics [64] or network security [92]. There exist data-specific
task taxonomies and more useful for specific data types since it consists with less generic task
descriptions [12].

Examples on data-specific task taxonomies focus on dimensionally-reduced data [12], tem-
poral network visualization [1], classical event sequence data [32], time series data [2], or graph
visualization [54]. However, there is no data-specific task taxonomy for TSES.

Another important aspect is the granularity of the tasks. Rind et al. surveyed and categorized
existing task taxonomies by considering the composition level of the tasks [81]. According to
their survey, the most common composition level among existing task taxonomies is ’low level’.
However, there exist ’high-level’ [4, 83, 94], ’intermediate-level’ [100, 3, 5] taxonomies also. For
our task characterization on TSES, we consider the low-level to mid-level granularity to be most
useful, sufficiently fine-grained that each task is its own actionable operation but coarse enough
to differ from atomic actions or interactions.

Methodological Approaches for Task Characterizations In the vis research community, there
has been much work based on qualitative methods [11]. According to Kerracher et al. [47], even
though there have been a wide variety of task taxonomies proposed, there has been very lit-
tle attention paid to the methodological approaches. Additionally, they provided a summary
of methods used for task generation, task categorization, task description, and associated risks
with risk mitigation approaches based on previous work which we considered when deciding
our methodology. McKenna et al. [63] also compiled a comprehensive list of methods that can
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be used to gather tasks. Several other previous works also have been focused on determining
how to obtain recurring visualization tasks, and Schulz et al. [85] discuss the most influential
methods found from these previous works, including surveying individuals who are proficient
in visualization[3], observational studies [37], and inferring from prevailing knowledge [1, 106].
In addition, interview studies also have been widely used in several previous studies as a qual-
itative methodology [12, 42, 43]. On the other hand, the authors have proposed a taxonomy
of analytical focusing strategies based on multi-strand approaches, combining their expertise in
specific fields with knowledge of literature, email interviews [22]. The multi-strand approach
is presented as a mitigation method for risk introduced by wrong or missing tasks when only
one methodological approach is used in task elicitation [46] which is also the inspiration for our
approach. Moreover, we were strongly influenced by the methodological approach followed by
Lam et al. in [52] in which the previous design study papers were scanned and sections were
opened-coded, following an affinity diagram in order to develop a task taxonomy. In contrast, we
determined to focus only on the detailed descriptions of tasks listed in the relevant papers, rather
than extracting information from sections where a target user performs the analysis [52].

Therefore, a great majority of qualitative approaches have been proposed that can be utilized
in our study to build a valid, useful, and less risky task characterization for TSES.





Chapter 3

Problem Reflection

3.1 “Problem 1”: Absence of awareness of affect-

ing factors for problem characterizations for TSES
Problem characterization is a crucial step for a vis design [66, 86]. According to Munzner et al.,
the first and foremost step of any vis design process is to characterize the tasks and data in the
vocabulary of the problem domain. There are a number of varied factors that help properly char-
acterize TSES real-world problems. However, there is no generalized problem characterization
for TSES (cf. Chapter 1). Various factors have been highlighted by researchers due to their identi-
fication of the significance in different studies [66, 10, 20, 33, 86]. It is necessary to identify those
diverse factors in order to create a generalized problem characterization. Two previous bodies of
knowledge (cf. Section 4.1.1) revealed four main aspects that influence problem characterization
(cf. Chapter 1): domain context & user, data, task and metrics. We investigated each aspect in
depth using divide and conquer principle to identify different influential factors. However, in-
vestigation of existing literature (cf. Section 2.2) revealed a number of factors that affect problem
characterization under these aspects and in this section we concretely identify these different in-
fluential factors. The symbol (F ) will be used every time a factor is found. Figure 3.1 illustrates
the process we followed to identify different factors. We will present all the identified factors
first and then present the details. Figure 3.2 shows the list of 26 factors we identified based on a
reflection of related works, all of which affect the problem characterization.

3.1.1 Role of Domain Context & Users
Context: Understanding the domain context is really important to understand the needs of the
target users. Pre-design methods were recommended by Brehmer et al. in order to identify the
feasibility of a project based on context-related factors [10]. There are a number of factors to sup-
port the understanding of the domain. In some situations, domain experts use domain vocabulary
to express their needs, which signifies the importance of understanding the domain vocabulary
(F ) in order to translate domain requirements in to the abstract format. Further, users often fail to
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Figure 3.1: We followed divide & conquer principle to identify factors. The purpose of this is to illustrate the
process we followed for identifying possible influencing factors.

Figure 3.2: We used divide & conquer principle to identify influencing factors under each four main aspects:
domain context & users, data, tasks and metrics which resulted in 26 factors.

accurately assess their own data analysis and visualization needs [66]. Therefore, standard prac-
tice is to do observational studies, interviews [38, 35] to understand the work flows and existing
tools [86, 66]. Based on this, we identified existing tools (F ) and results achieved from current
tools (F ) as possible factors, to understand the context. Crisan et al. argued that many studies
focus only on user needs without giving attention to external constraints such as regulatory and
organizational constraints (F ) [20]. Furthermore, they have pointed out that ignoring these ex-
ternal factors can even lead to a premature termination of the project. Schulz et al. introduced
domain goals as an aspect describing the tasks which specify the motive of a task. According to
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them, tasks and goals are independent, and the same motive can be accomplished with different
actions, while the same action can be accomplished with different motives [85]. Therefore, do-
main goal (F ) also identified as a main factor that affect the design of a visualization. Based on
these findings, in our study we aim to extract understand the domain context using background,
goals, tasks, and existing tools. Beside these factors, we discovered problem itself (F ) is the most
important factor to start the problem characterization.

Users: Section 2.1 reveals the importance of taking user characteristics into consideration when
building a vis tool. In reviewing the existing literature, Peck et al. identified cognitive states,
cognitive traits, and experience/bias as dominant cognitive dimensions affecting visualization
performance [72]. (1) Cognitive Traits (F ): Individuals’ perception, learning, and reasoning are
significantly affected by cognitive traits such as spatial ability, verbal ability, and working mem-
ory capacity [72]. Liu et al. reviewed the existing work on the research perspectives, as well
as the personality traits and cognitive abilities, visualizations, tasks, and measures [56] which
uncovered the correlation between traits, visual design and tasks. The results revealed that there
is a mismatch between visualization designs and individual differences of users [56]. However,
there is growing interest in applying individual characteristics in to visualizations [110, 105, 6].
(2) Cognitive States (F ): The most studied cognitive state in visualization evaluation is cognitive
load, as it often directly impacts performance [72]. In particular, working memory limits the vi-
sualization by both size and duration [72]. These factors already proposed as design guidelines
to follow when building visualization. (3) Experiences (F ) and Biases (F ): User experience is also
affect the performance of the visualization reasoning [72]. It is common for both experience and
bias to be formed from previous interactions with a given problem, and for these to be applied
when a similar challenge is encountered later in life [72, 19, 96].

However, in visualization field there are existing works which considered user roles (F ) when
developing visualization. For example, Schulz et al. consider different user roles and proposed
user-based interfaces by applying their design space to application problem in climate impact
research [85] with the aim of relating to the context. Further, Irissary et al. proposed three
different categories where audience can be grouped into based on their goal namely (1) own
exploratory data analysis, (2) to convey a message to users, (3) to tell a story to audience [39]. In
addition, Hackos et al. listed personal, social, and cultural characteristics of users (F ) as factors
affecting task analysis, in turn affecting problem characterization.

3.1.2 Role of Data Characteristics
Although classical event sequence data is not exactly similar to TSES, they have some character-
istics in common, such as having three natural granularities: event, event sequences, and group
of event sequences. For this reason, we consider recent research in either TSES or classical event
data in order to identify possible factors in data aspects that may influence the tool’s design which
are specific to TSES. The review of TSES in Section 2.3 revealed the specific and even unique char-
acteristics of this data type. Consequently, TSES also pose specific factors that need to be taken
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into account. As Du et al. described, one of the main challenges in the analysis of event sequence
data is the volume of data available [23]. It was discovered that size (F ) plays a major role in
problem characterization, which is crucial during design decisions. However, size of the dataset
depends on number of events and event sequences. It is possible to represent the same volume
of data by more events and less event sequences or by fewer events and more event sequences,
or by an equal number of events and sequences. Guo et al. have listed ’alignment’ as a main an-
alytic strategy that support comparison tasks [32]. According to them, multiple event sequences
can be aligned based on either an event or time point. There are different alignment strategies
have been used in different analytical tools. For example, Lifelines2 [99] supports the interac-
tive alignment of event sequences based on a selected event, while Chen et al. allow both the
alignment and change of the horizontal scale [17]. Based on the findings, an initial alignment
(F ) is also an important design decision that needs to be made early and should be considered
during problem characterization. Another analytic strategy listed by Guo et al. is ’segmentation’
which is useful when users are interested in analyzing a narrow scope than the whole event se-
quence [32]. Focusing on the requirements of tasks is significantly easier when you have a clear
understanding of expert segmentation opinions. Segmentation (F ) was therefore considered as a
possible influencing factor of problem characterization.

Other than above factors, we identified some of the possible factors that affect the problem
characterization based on the qualitative interviews we followed with six domain experts prior
to this study. Clear understanding of data is crucial for proper problem characterization. There-
fore, what is an event (F ) and event sequence (F ) relevant to the case also crucial. Section 2.3
provides details about metadata. Based on that number of metadata and type of the metadata,
both can affect the problem characterization. Therefore, metadata is also considered as a possi-
ble factor. Often, real-world data contain noise or errors, resulting in the need for preprocessing.
Depending on the dataset, different problems have different challenges and different processing
efforts. Therefore, understanding the quality (F ) and effort to processing (F ) are also important
factors that should be understood in advance. Lastly, it is easier for designers to work with data
when they have a clear overview of it. To have an overview, we discovered some characteristics
of dataset (F ) including whether the data is historical, real, or both, whether the event sequences
possess special qualities such as ’sparse’, ’dense’, ’regular’, ’irregular’, and whether collisions
occur and how often.

3.1.3 Role of Tasks

There is a lot of discussion about tasks in the visualization community, since they play a crucial
role in how we design and evaluate our work [81]. Therefore, we can identify task (F ) as a
main influencing factor for problem characterization. We listed tasks in the survey to identify
the importance of different tasks for different cases. Since tasks is an ill-defined term, we use
task cube, which is a conceptual space with three dimensions to describe tasks [81]. Since this
is a domain agnostic survey, therefore these tasks should be in abstract form in the abstraction
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dimension, allowing all the users to understand. This questionnaire is to understand user needs
therefore, all the tasks in the questionnaire were addressing why perspective with ’high-level to
mid-level’ composition. Previous bodies revealed a set of possible tasks that are relevant for TSES.
Some examples of tasks are ’gain an overview’, ’inspect individual events in detail’, ’show metadata’,
’sorting & ranking’ etc.

Tasks are described by Schulz et al. in five primary dimensions, with ’target’ being one di-
mension we found most intriguing for our focus data type [85]. TSES consists of three natural
granularities and set of metadata, and either granularity or metadata can be targeted by tasks,
which determines which part it will perform on. Therefore, target associated with task (F ) also
identified as a possible factor that affect the problem characterization and further analyzed in
section 4.

3.1.4 Role of Metrics

We also discovered metrics as a main aspect that influence the problem characterization. This is
a special characteristic of TSES, as the related work on TSES in Section 2.3 reveals. In general,
metrics emphasize important data characteristics by incorporating algorithmic support when it
is difficult to capture interesting insights by using the human eye. Some examples for generic
metrics are peaks, velocity, acceleration, density etc. Experts can select the relevant metrics for
their analysis process, which can influence the tool design in the same way as tasks, so different
types of metrics (F ) also an important factor to consider.

Based on these discovered influential factors, we address the problem of "lack of awareness of
factors affecting problem characterization".

3.2 “Problem 2: Lack of specific task characteriza-

tions for TSES
Tasks are crucial to assist the vis design. Therefore, a number of general task taxonomies have
been proposed in order to assist the visualization design, such as Wehrend and Lewis’s problem-
oriented classification of visualization techniques [100], Amar and Stasko’s prototypical analysis
tasks [4]. As a result of the complexity of TSES due to the three natural granularities: event,
event sequence, group of event sequence and varying number of metadata, these general task
taxonomies are not suitable for the application in the context of the TSES. However, there are
data-specific task characterizations in the literature which provides less generic description of
tasks while considering specific set of data abstractions [12]. Examples of data-specific task tax-
onomies focus on dimensionally-reduced data [12], temporal network visualization [1], classical
event sequence data [32], time series data [2], or graph visualization [54]. However, no taxonomy
or characterization has been proposed so far for TSES. As a result, most of the task abstractions in
TSES and related have been carried out manually [22, 60, 98]. Therefore, we identified the need



18 Chapter 3. Problem Reflection

for a task characterization for TSES.
Regarding the methodology, there are many approaches to build task characterizations such as

survey studies, interviews with domain experts, observational studies. According to Kerrarcher
et al. the most common method is to derive from existing literature [47]. Our focus data type
TSES is a hardly investigated data type with very little design studies [104, 68]. Additionally,
we identified some design studies focusing on data types which have similar characteristics to
TSES. A design study provides a domain-specific task characterizations. However, TSES is a data
type commonly observed across a wide range of domains. Therefore, it is nice to have domain-
agnostic data-specific task characterization. However, generalization of existing design studies is
not possible due to limited work on TSES or related since these design studies doesn’t cover wide
variety of domains. In order to achieve domain-agnostic task characterization, we had to find
another source for data collection covering a wide range of domains. Various fields are interested
in TSES, so we identified the possibility of data collection for users. In the literature, several
methods have been proposed for the collection of data from users. The lack of existing tools
makes observational studies unavailable. In comparison to personal interviews, survey research
has become increasingly popular since sampling over a large area is less expensive and much
less time-consuming. Based on the problem reflection, we address the problem of lack of task
characterization in the chapter 5.



Chapter 4

Part 1: A Large-Scale User
Survey for Time-Stamped Event

Sequence Data

4.1 Methodology and Experiment Design

4.1.1 Introduction
There is evidence that different factors play an important role in the characterization of problems
3.1. These will ultimately influence the decisions to be made in the design process of vis tools.
But details of these factors are incomplete, and examining existing studies for identifying differ-
ent factors is inefficient and also not an option for TSES due to the very little work focusing on
this data type. In our study, we investigate these factors in the context of TSES. Our study builds
upon two previous bodies of knowledge that will be leveraged. For one, existing related work on
building general visualization tools or event sequence-specific visualizations, proposed design
methodologies, and proposed visualization principles revealed three main broad aspects includ-
ing domain context & users, data, and tasks. Second, data gathered from a prior study in our lab
served as a sample and led us to identify relevant, possible, and missing aspects identified from
the previous studies. This led us to discover metrics also as an important aspect. In the end, four
main aspects were identified.

In section 3.1 we investigated deeper into those discovered aspects to identify possible influ-
encing factors which resulted in 25 factors under these four main aspects.

• Domain Context & Users - Learn about problem, target domain, goals, existing practices
and user characteristics

• Data Characteristics - Learn about general discipline that dataset describes

• Tasks - Learn about user data analysis and visualization needs

• Metrics - Learn about user interested features
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Due to the need for an overview of current real-world TSES problem 1, we build a problem
characterization for TSES focusing on discovered four main aspects and associated factors.

4.1.2 Research Questions

The reflection on related work and the identification of four aspects of factors lead to five principal
research questions that this study shall answer. Four of them directly relate to the individual
aspects, whereas the fifth question asks for inter-connections.
• RQ1 : How do domain-related factors impact the problem characterization? - Investigate

how do factors such as context of the problem, domain goals, existing use of tools, and the user
groups involved impact the problem characterization.

• RQ2: How do diverse data characteristics impact the problem characterization? - Investigate
whether factors such as number of events and sequences, complexity, quality and wrangling
issues, alignment, segmentation opinions impact the problem characterization.

• RQ3: How do tasks impact the problem characterization? - Identify the significance of dif-
ferent types of tasks identified from previous work, distributed across diverse event sequence
cases. Further, we are interested to examine whether the granularities associated with the tasks
have an influence on the significance of different types of tasks.

• RQ4: How do metrics impact the problem characterization? - Analyze the distribution of
interest in metrics across different TSES cases and identify metrics that are frequently requested
by users.

• RQ5: What effect do domain context, user characteristics, data characteristics, tasks and met-
rics of TSES have on each other? Identify whether there are any relationships between different
factors associated with different aspects.

4.1.3 Study Approach

Our goal is to build a problem characterization for TSES. Existing work doesn’t provide many
insights about real-world problems on TSES which inspired us to use another source of informa-
tion to gather TSES problems. Therefore, we gathered data on current real-world problems of
TSES spans across a wide range of domains using a qualitative method. Observational studies,
questionnaires, and personal interviews are the most common approaches to gather data on real-
world problems [46]. We had to ignore observational studies in this case, since there aren’t many
data visualization tools focusing on TSES. However, this limits us assessing some user specific
factors. In comparison to personal interviews, survey research has become increasingly popular
since sampling over a large area is less expensive and much less time-consuming. This led us
to develop a questionnaire in order to interview larger groups of people. Further, our approach
is data-first since we approach people who are interested in TSES. Therefore, we conducted a
user-based survey a data-first study to collect real-world problems span across a wide range of
domains without limiting to only few domains
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4.1.4 Questionnaire Creation

Following the aspects of features discovered (cf. Section 3.1), we created the questionnaire to
study those above discovered aspects namely (1) domain context and user groups, (2) data char-
acteristics, (3) tasks, and (4) metrics. Based on the existing work, we identified the need of a
proper questionnaire design. Therefore, we will first explain how we design the questionnaire
based on existing work recommendations, and then move on to its content.

General Design Structure

A number of studies have examined how the survey design affects the responses of the partic-
ipants, which revealed that poor design adversely affects answers [89, 40, 79]. Therefore, we
followed the recommendations and guidelines proposed in the literature [7, 55] in order to re-
ceive valid, high quality responses. Initially, we defined the overall structure of the questionnaire
and then focused on the specific questions within it (top-down). Following are some recommen-
dations we applied to our questionnaire based on the literature.
• Introduction: Our study includes an introduction that gives users a quick overview of TSES,

terms and definitions useful, as well as our main purpose.
• Visual Cues: To reduce the language gap between domains, as well as to help users perceive

questions easier, we always included visual cues throughout the questionnaire.
• Informal Language: In order to motivate users to fill out the questionnaire, we used simple

informal language with the aim of making it easier for them to comprehend more easily without
having to put extra effort.

• Close-Ended Questions: Following Weisberg et al.’s advice, we used closed-ended questions
whenever possible, and provided open-ended questions only when necessary [101].

• Bias: Couper et al. discovered that the visibility of the answer influence the answer than the
order. Therefore, we used radio buttons or checkboxes while avoiding dropdowns/ scrollable
dropdowns [18].

In the next section, we will present details on the content.

Content Structure

Section 3.1 provided a detailed explanation of the process of identifying different factors which
resulted in 26 factors. We chose to ignore cognitive traits, cognitive abilities, experiences, biases,
and personal, social, and cultural characteristics, vocabulary due to data collection difficulties
which resulted in 19 factors. In this section, we discuss factors that will be addressed in our
study, We designed the questionnaire structured on four main aspects and all factors associated
with them.

• Domain Context & User Group: - We have identified 6 factors under this aspect, includ-
ing vocabulary, problem, goal, existing tools, current output achieved using tools and user



22 Chapter 4. Part 1: A Large-Scale User Survey for Time-Stamped Event Sequence Data

groups To understand diverse contexts of real-world problems, we added questions on ask-
ing users to explain the problem and the goal. Further, we asked experts to provide some
information on current use of tools, and the output achieved through these tools to under-
stand the current work flows and how data has been used to solve their problems. User
group also identified as a main influence factor and questioned in the questionnaire.

• Data Characteristics - We identified 10 influencing factors including availability of the dataset,
size, quality, segmentation, alignment, metadata, timescale, dataset qualities, event sequence,
event. The experts were asked to provide information about what is an event and event se-
quence, as well as about metadata relevant to their problem. Regarding the quality, we used
open-ended question to ask about existing data challenges and Likert scale questions pro-
vided to rate based on manual effort to process data and quality of the data. In TSES dataset
size depends on no of events and no of event sequences. Initial alignment strategy is another
factor identified as influencing factor as it alters the insights that can be obtained. Data char-
acteristics and the users’ needs help to determine the best alignment method, so we decided
to ask users for their opinion. We have identified four main types of alignment strategies
such as alignment by event [107], alignment by first event [99], alignment by start and scale
span [107] and align by global time axis [32] provided to the user to help them pick the best
alignment strategy for their case. Another factor influences the problem characterization
is segmentation, which narrows the exploration scope than the whole event sequence. Two
possible ways identified, either segmenting it by time points or events [32], or grouping it to
several sub-sequences using metadata and questioned user’s opinion using an open-ended
question. Having a clear overview on the dataset often help understand the problem better.
We identified some attributes that provide an overview of the data to the user, such as data:
live, historical, event sequence: dense, sparse, regular, and irregular. Further, collisions and
the frequency of collisions also helpful to factors to understand the data better.

• Tasks - We followed a two-fold strategy to gain an input from users on tasks.

– Open-ended Questions - Questions specific to domain and the context such as goals, high-
level user intents which require downstream interpretation.

– Close-ended Likert Scale Questions - All possible tasks that we discovered from exist-
ing studies and prior interviews since there is no task taxonomy proposed in the liter-
ature that is specific enough to support TSES. Tasks listed in the survey include tasks
on overview, detail analysis, metadata, sorting, trends, comparison, grouping, filtering,
motif analysis, prediction, recommendation, annotation, detection. As we already stated,
there are three granularities in the event sequence data such as event, event sequence, col-
lection of event sequences. Therefore, we structure these questions in such a way that we
can analyze how different granularities affect task distribution. For instance, comparison
tasks were formulated in three ways: compare events, compare event sequences, and compare
event sequence collections. To avoid encouraging people to pick options which they are not
comfortable with, we always provided four Likert scale options, such as "not important",
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"nice to have", "highly important", and "no opinion". [7, 55, 26]. We further gave users the
option to mention missing tasks.

• Metrics - Our aim is to explore interest in metrics among different event sequence scenarios
and discover metrics that are most frequently requested by users. A set of possible metrics
were given to the user in Likert scale format. Metrics listed in the survey includes size,
subsequence length, regularity, distance, acceleration, outliers, gaps, skewness, density, en-
tropy, peakiness. As with tasks, metrics listed in the questionnaire are not complete, and
similar Likert scale options are offered. Similar to the tasks, we further, gave user an option
to mention missing metrics.

• Demographics: Finally, we asked users to provide their email addresses if they would like
us to contact them back if necessary.

A summary of the finalized aspects & factors addressed in the survey is on Figure 4.1.

Figure 4.1: We identified 26 factors under four main aspects: domain context & users, data, tasks and
metrics. This figure shows 19 factors we chose for the survey design.

4.1.5 Target Population & Data Collection

The target population includes people who are experts in different domains and either have TSES
datasets or are interested in TSES datasets. Additionally, English proficiency was required.

A total of 70 survey responses were received spanning more than 25 domains, including
sports, accidents, foods, technology, retail, health, and nature, generating a large analytic problem
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space in which 5 cases were excluded as invalid. The cases mentioned by participants were man-
ifold, examples are ’eating doughnuts’, ’food deliveries during lockdown’, ’gaining Instagram followers’,
or ’purchasing airline tickets’

4.2 Processing of Study Data
To conduct the analysis of the study data more effectively, we applied strategies to process open-
ended and close-ended questions, initially. Since close-ended questions have categorical answers
that do not require further processing, they were only restructured as necessary. However, open-
ended answers needed further processing to translate these open-ended answers into categorical
format for further analysis. Further, we derived new data considering relevant open-ended and
close-ended questions. After encoding, we treated all the factors as closed ended questions. There
are two main strategies that we can use for processing, such as open coding and focused coding
[25].

4.2.1 Processing of Open-Ended Questions
Our goal was to encode open-ended answers into categorical formats to allow comparison be-
tween different answers as well as correlation with other factors. This is a multi-stage process
which contains open-coding as the first step and then focused coding as the second step.
• Step 1: Open Coding [25]: After reading each answer, we encoded the data with one or many

relevant codes that stand out. We followed the same process multiple times, and it is important
to keep an open mind throughout the process. Once the commonalities between answers are
noticeable, we grouped the open codes based on similarity to narrow down the categories.
Group code should be always selected in a way that represent all the codes, and we needed to
be careful to have consistent set of finalized codes.

• Step 2: Focused Coding [25]: The only requirement for this coding is to have a set of finalized
codes that can be used for coding. After having the finalized set of codes, we re-coded the every
answer using these finalized group codes. It is important to have a list of codes before starting
the focused coding.

Figure 4.2 depicts the finalized codes for data centric challenges by grouping codes discovered
using open coding.

4.2.2 Deriving New Data Factors
We generated new data with categorical values based on the answers provided by the user. Two
main approaches followed. (1) We identified several existing characterizations proposed in the
literature that can be used to encode the data and proceed with focused-coding, (2) Analysis of
existing columns revealed some new characterizations that fit for the encoding which is similar
to open-coding. Therefore, we aimed to use these strategies to derive new data.
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Figure 4.2: We used open coding on data gathered for open-ended questions, then we grouped similar
codes together to find the finalize list of codes. These finalized list of codes used to do the focus coding on
top of the same data.

New Data Factor Existing Work Characterizations
Goal Type Exploratory, Confirmatory, Presentation

User Type Data Enthusiastic - Explorer, General Audience - Information Consumer,
Researchers - Convey messages to experts

Problem Type Myself, Many

Table 4.1: Existing characterizations from literature or revealed characterizations based on answers were
used to derive new data factors. Goal type, user type, & problem type was generated.

4.3 Results Analysis

4.3.1 Analyze Distributions of Different Factors

Our strategy is to analyze the distribution of different factors in each aspect, and building upon
this, answer the five research questions. Based on the gathered data, we generated charts which
provide an overview of factors.
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Domain Context & Users

We gathered data on domain and problem context and also on users in order to address the RQ1.

• Domain: Gathered data spanned across a wide range of areas. The result of the open coding
and focused coding process revealed categories, as shown in Figure 4.3. The figure illustrates
how different real-world problems spans across diverse areas and some example areas are en-
ergy, transportation, health, sports, software/IT. Based on the Figure 4.3 TSES are mostly observed
in leisure, health, sports, transportation, and software/IT domains

Figure 4.3: TSES spans across 24 domains. Based on the responses of the survey we extracted the domain
from the problems to get a sense of the distribution of TSES data. Based on the figure TSES are mostly
observed in leisure, health, sports, transportation, and software/IT domains

• Goal Type: Keim et al. have discussed 3 main goals of visualization including Exploratory
Analysis (Aim to generate new hypothesis), Confirmatory Analysis (aim to test hypothesis),
Presentation (aim to describe or present the results) [45] Schulz et al. used the same three goals
to define the motive of tasks [85]. In the survey, we asked users to provide open-ended tasks for
goals and tasks of this data analysis. Thus, based on the answers for both factors, we derived a
new data category ’Goal Type’ by assigning one or more of the above-mentioned goals. Figure
4.4 shows exploratory analysis is the goal of the majority of the problems, while there are few
cases with the goal of confirmatory analysis and presentation

• User Type: Irissary et al. proposed three different categories where audience can be grouped
into based on their goal, namely (1) own exploratory data analysis, (2) to convey a message to
experts, (3) to tell a story to audience [39]. We used this characterization to derive a new factor
"user type" by analyzing user, and the problem. Figure 4.5 illustrates the distribution of the user
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Figure 4.4: Distribution of goal types which we identified from existing literature. Majority of the TSES are
exploratory goals while there are very few problems with presentation and confirmation goals.

types. The figure shows that a data enthusiastic is involved in 95% of the problems for explo-
ration, which means more people are interested in data analysis, while considerable amount of
users are interested in consumption of presented information. Based on these different cohorts,
we identified the following characteristics of cohort.

Figure 4.5: Distribution of different user types which we identified by focused coding ’user groups’ based on
three main user types identified from the existing work [39]: (1) data enthusiastic - explorer, (2) researchers
- to convey a message to experts, (3) general audience - consume information. The majority of users are
engaged in exploratory data analysis, while a substantial portion is general audiences. It is very rare for
researchers to use a tool to convey a message to experts.
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• Problem Type: We identified user characteristics such as working memory, cognitive abilities
are important factors that influence the vis design. We identified two problem types based on
the target audience. 1) only the expert interacting with the system (2) Set of users interacting
with the system. As shown in the Figure 4.6, the majority of problems’ audiences fall under this
category, while some problems are personal, and only experts will be using this tool.

Figure 4.6: We identified two problem types based on the target audience. 1) only the expert interacting with
the system (2) Set of users interacting with the system. Many users interact with the majority of the problems

• Current Data Analysis Methods: Figure 4.7 shows a summary of existing methods that are
being used in the community to analyze TSES sequence data. As can be seen from the figure,
most data analysis is done manually, which is both the simplest and the least optimal method.
This reveals the interest towards TSES and also lack of existing work in TSES. Then there are
cases where data is never analyzed, but is interesting. There’s another considerable amount of
cases which uses different existing vis tools for analysis. Finally, there are a set of cases which
use other methods for analyzing data.

• Output Achieved Through Current Method: 4.8 shows the most common outputs of the ex-
isting tools: per category analysis, seasonal analysis, summary, statistical measures, and trend
analysis. Further, there are some very specific results.

• Dataset Availability: In Figure 4.9, one third of those interested in TSES did not actually hold
a dataset. This shows that there are people interested in TSES data problems even though they
don’t hold a dataset by hand, or they don’t know how to collect the data.
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Figure 4.7: Different existing tools/ techniques are using in different problem context to solve their problems.
While most cases are analyzed manually, a significant number are analyzed with existing visualization tools.
There are a set of users who are interested in analyzing their data for the first time. There are also other
methods that can be seen in some contexts besides the three main ones mentioned above.

Figure 4.8: Output achieved from existing tools are mostly on per group analysis, seasonal analysis,
summary, statistical measures, trend analysis. And also there are some other very specific results.

Data Characteristics

We gathered data on diverse characteristics of the dataset.
• Size: Figure 4.10 illustrates summary of the number of event sequences and events. Further,
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Figure 4.9: There are many participants who doesn’t hold real data while there is a set of participants who
are interested in analyzing TSES even they don’t have a dataset by hand

Table 4.2 represents how the number of event sequences changes with the number of events.
Most datasets number of event sequences and number of events fall within the 10-100 range.
This shows most of the datasets contain fewer data point, which means sparse datasets, but
there can be some rare cases where datasets contain very large volumes of data where event
count and the event sequence count both have more than 10000 count. Further, mostly none
of the described event sequences vary between 0-100 while event count can be varied within
0-10000.

Figure 4.10: Size Distribution: Left: chart represents the distribution of no of event sequences and distribu-
tion of no of events. Right: Comparison of sizes of No of event sequences and No of events.

• Dataset Characteristics: Figure 4.11 shows the distribution of different characteristics. The fig-
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No of
Events

No of Event
Sequences Less than 10 10 - 100 100 - 1000 1000-10000 Higher than 10000

Less than 10 7 9 0 0 1
10 - 100 7 10 4 1 0
100 - 1000 2 8 1 2 0
1000-10000 0 6 0 3 0
Higher than 10000 0 1 1 1 1

Table 4.2: Dataset sizes distribution of 65 survey responses using event count & event sequence count.
Majority of the event counts and event sequence counts are within 10-100. It is possible to have datasets
with more than 10000 events and event sequences, but it is extremely rare.

ure indicates that most analyses are based on historical data, but there are times when analysis
of live data is also needed. In addition, there are a number of datasets that include both histor-
ical and live data. Regarding other characteristics, there are almost identical counts for each of
the other four characteristics: sparse, dense, regular, and irregular. This reveals that it is equally
likely to have a sparse, dense, regular, or irregular dataset.

Figure 4.11: Different types of characteristics of the events and event sequence provides an overview of
the data. There can be cases whether all these applies. Around 90% of the cases hold historical data
while around 45% of the cases wants to analyze live data. It is both in some situations. Regarding other
characteristics, there are almost identical counts for each of the other four characteristics: sparse, dense,
regular, and irregular.

• Data-Centric Challenges: Figure 4.12 shows different data-centric challenges when dealing
with TSES data. We used open coding and focused coding 4.1 to extract these challenges. Is-
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sues due to data inaccuracy is the mostly seen data-centric challenge for many participants.
Significant portion of challenges are due to missing data and high volume. Further, very few
sets of participants encounter with problems due to heterogeneous data, data collection diffi-
culties, data processing difficulties.

Figure 4.12: Majority of the data-centric challenges when dealing with data are due to data inaccuracy. In
other words uncertainty, noise, human error. Significant portions of the data are missing, and the volume
of the data is high. Participants also faced challenges related to heterogeneity, data collection, and data
preprocessing. There are only two instances where data handling is not a challenge.

• Alignment: Figure 4.13 confirms the opinions for the alignment of the timescale. More than half
of the study participants wanted the event sequences to be aligned with the global time axis,
so that they can compare different timestamps of events across multiple event sequences. Very
few study participants were not clear about this alignment option. Another important findings
of this graph is some domain experts want to have support for multiple alignment strategies
for different type of tasks. Therefore, this reveals an additional user need "support for multiple
alignment strategies" which was not revealed in the user tasks or anywhere.
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Figure 4.13: Majority of the participants are interested in aligning by global time axis. There are relatively
high portion of participants who are interested in aligning by the first event. Some participants have shown
interest on align by start and scale span option. Additionally some participants are interested in multiple
alignment options for different types of analysis.

• Segmentation: This is an open-ended question and we used open coding initially and then fo-
cused coding to identify different segmentation types. Figure 4.14 shows a summary of open
and focused coding. Based on the graph, only few people are not interested in segmentation.
Further, we identified two types of segmentation which are partitioning using metadata [23]
and segment using an event or a specific date, or season [23]. Moreover, we found that people
are interested in partitioning within partitions, a concept we call "hierarchical partitioning". A
majority of people are equally interested in partitioning or segmenting, while another group is
interested in both.

• Data Processing: Figure 4.15 illustrates the rating for quality of the data and the manual effort
that need to process the data. Table 4.3 shows the contingency table to identify the correlation
between these two columns. We can observe an inverse relationship between data quality and
manual effort. The table and figure illustrate that there are only a limited number of datasets
that need no processing, and there are also very few datasets that demand significant processing
effort. There are, however, very few exceptions, such as situations where data quality and
manual effort are both high.

• Collisions and Frequency of Collisions: Table 4.4 shows that in around half of the cases mul-
tiple events can occur at the same time, and can occur frequently. Therefore, when picking
techniques, it is important to ask from the expert whether they are interested in collisions or
whether it is okay to ignore.
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Figure 4.14: A similar number of participants are interested in segmentation or partitioning. Segmenta-
tion refers to splitting the event sequence or dataset by time segments while partition refers to partitioning
event sequence or dataset into disjoint subsets. Small set of participants just mentioned whether they were
interested in analyzing subsequences using yes and no without specifying the method. Only few people
are not interested in analyzing subsequences. There’s around 10% of the participants interested in both.
Partitioning within partitioning, or hierarchical partitioning is of interest to some people.

Figure 4.15: In a scale of 1-5, the majority of respondents rated manual data processing effort between 2-4
and data quality between 2-4. Only a few datasets require too little manual effort. There are also very few
datasets with high data quality.

Tasks

We followed two main task collection steps. (1) Open-ended questions and (2) Likert scale ques-
tions. Analysis on Likert scale questions will be the focus in this part of the study, however, in
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1 - Very Low 2 3 4 5 - Very high
1 - Very Low 0 2 3 1 2

2 1 2 5 7 2
3 3 5 4 4 2
4 1 5 3 5 5

5 - Very high 0 0 0 2 1

Table 4.3: Contingency table of manual effort and data quality based on distribution of 65 survey responses

Collisions

Happen Often

Collisions

Yes No

Yes 29 3
No 12 21

Table 4.4: Contingency table of collision and frequency of collsion based on distribution of 65 survey
responses. In most cases, collisions don’t occur unless they are frequently occurring.

depth analysis on open-ended questions related to tasks will be done in the part two. To avoid
bias in answers for open-ended questions of tasks, we introduced Likert scale questions after
open-ended questions.

• Task Distribution: We provided users with a set of possible tasks using a Likert scale and
Figure 4.16 shows a summary of the tasks distribution based on 65 survey responses. More
than 75% of the problems rated ’identifying trends’ as the most important task, indicating it is
the most important task among diverse domains. Further, around 13 tasks out of lists 23 tasks
were rated as ’highly important’ by more than 50%. There is only one task rated below 25% as
’highly important’. However, it is also rated as a ’nice to have’ by many people.
Further, we examined whether there are tasks that are not important at all for some case while
it is highly important for some other cases. Figure 4.17 depicts the summary of percentages for
each task based on ratings. It was interesting to see, that no case think that ’extracting features’
as an unimportant task. ’Modify ES’ and ’Detect Duplicates’ stays at the bottom, being the least
important tasks for many people. Only the task ’Modify ES’ is rated more unimportant than
highly important.

• Influence of Associated Targets: Figure 4.18 depicts how different targets influence the main
action in separate figures for easy comparison within one action. Figure 4.19 shows the same
data in one scale for easy comparison across both actions. Observations reveal that some com-
parison tasks are more important than all filtering tasks, while some comparison tasks are less
important than all filtering tasks. This shows that importance is determined by the target, not
just the action. It is not possible to rate the importance of the filtering or comparison action
alone, but it can be rated along with the target granularity.
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Figure 4.16: Y axis shows anticipated tasks for TSES we provided in the survey as a Likert scale. These
horizontal color bars indicate what percentage of participants rated each task as highly important, nice to
have, not important at all, or not important at all. Most of the tasks have more than 25% high important rate
while only ’Modify ES’ task have a low high important rating compared to others.

Metrics

• Metrics Distribution: Similar to the tasks, we provided users with a set of possible metrics
using a Likert scale and Figure 4.20 shows a summary of metrics distribution based on 65 survey
responses. Only the metrics ’Size’ and ’Regularity’ were rated as highly important by more than
50% of the responses. In the previous section, tasks were rated as highly important by many
people, which is not the case with the metrics. However, many metrics were rated as at least
nice to have in many responses. Figure 4.21 depicts that all the metrics have a higher highly
important rate than not important at all rate. Therefore, it is evident that the people don’t
have a clear idea on what metrics are and the benefits of them to decide whether this is really
important. However, they still think metrics will give some important insights, therefore many
have selected ’nice to have’ for most of the metrics.
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Figure 4.17: Y axis represents anticipated tasks for TSES and horizontal color bars represent ’high impor-
tant’ rate vs ’not important at all’ rate of tasks according to study participants responses. Only one task,
’Modify ES,’ has a lower importance rate, revealing that most tasks have higher important rates.

Figure 4.18: Different granularities associated with each task influence the importance of the tasks. Two
main tasks as examples Left: Comparison tasks, compared to other comparisons, comparing several event
sequences is highly important Right: Filtering tasks, In terms of filtering, events are more important than
event sequences but does not show much difference between the two compared to comparison
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Figure 4.19: The filtering and comparing of all granularities on the same scale are for easy comparison. A
comparison of event sequences is more important than both filtering tasks, while a comparison of individual
events is less important than both filtering tasks.

Figure 4.20: Y axis shows anticipated metrics for TSES we provided in the survey as a Likert scale. These
horizontal color bars indicate what percentage of participants rated each metrics as highly important, nice to
have, not important at all, or not important at all. Most of the metrics have more than 25% ’high important’
rate. A significant number of participants have rated ’nice to have’ as well.
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Figure 4.21: Y axis represents anticipated metrics for TSES and horizontal color bars represent ’high impor-
tant’ rate vs ’not important at all’ rate of metrics according to study participants responses. All the metrics
have a high important rate compared to not important at all.

4.3.2 Correlation Analysis

Interesting Insights

We have discovered some interesting insights based on analyzing relation between different fac-
tors. We followed two strategies, (1) An exploratory relation-seeking tool that was previously
published by the lab members [9], (2) Correlation analysis using python notebook. In part 1 and
part 2 we will present the results of these strategies.

Part 1 :
The tool bins all answers of the questionnaire according to all studied factors, numerical at-

tributes are binned with a domain-preserving binning strategy. Based on statistical testing, the
graph-based visualization uses colors and connections to reveal relations between bins that are
most striking, in the sense that distributions differ most from a balanced expectation values. Fig-
ure 4.22 revealed the following findings.

• There is a weak relation between no of events per event sequence and importance of tasks.

• More events mean large data volume, which means difficult to analyze each data point
separately.
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• There is a high degree of correlation between grouping tasks and identify recurrences tasks
when the number of events is higher. This reveals that in order to cope with high data
volume challenges, these experts are more likely to be interested in tasks that sharpen their
analytical focus.

• Another interesting finding is that grouping is an important analysis task, regardless of
which technique was used to group.

• Moreover, the extraction of features task is also seen as being of high significance.

• Comparing individual events is considered as highly important when the event count is
relatively middle, not too high or too low, indicating individual events are more significant
with a moderate volume of data.

Figure 4.22: Correlation between number of events per event sequence and other tasks. There is a weak
relation between event count and some tasks. Grouping tasks & Identify recurrence tasks are highly impor-
tant when the event count is higher. (This figure was generated using exploratory relation-seeking tool 4.3.2)

Figure 4.23 indicates the following.

• we can observe of more task importance, when the manual effort is higher.

• and also have a more interest towards identifying outliers, missing data tasks with the in-
crease of manual effort for data processing.
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Figure 4.23: Correlation between manual effort and other tasks. It can be seen with the increase of manual
effort tasks have a higher importance. (This figure was generated using exploratory relation-seeking tool
4.3.2)

Part 2 : The diagram was generated in two steps. After calculating the correlation between each
column, we selected only those columns with at least one correlation greater than 0.6. Once more,
this chart was generated based on extracted factors. Only the factors with more than 0.6 have
a higher correlation. Figure 4.24 depicts correlations between sets of factors. We observed the
following findings.

• There is a higher correlation between ’details of events’ task and ’compare individual events’

• ’Identify & substitute frequent patterns’ have a strong correlation to ’identify recurrence’
task

• Detect anomalies and detect outliers also have a strong correlation.

• Detecting outliers task have a strong correlation to both event level and event sequence level
outlier metrics

• Further, gaps and skewness also have a high correlation.
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Figure 4.24: It shows different factors with at least one correlation greater than 0.6. Higher correlation can
be observed between following: (1) ’details of events’ and compare individual events’ tasks, (2) ’Identify &
substitute frequent patterns’ and ’identify recurrence’ tasks, (3) ’Detect anomalies’ and ’detect outliers’ tasks,
(4) ’Detecting outliers’ task and event sequence level outlier and event level outlier metrics, and (5) gaps and
skewness metrics.

4.3.3 Correspondence Analysis

4.4 Overall Analysis
Answering RQ1: Based on the analysis of factors, we addressed RQ1 (cf. Section 4.1.2) by
characterizing the real-world problems using domain, goal type, user type, problem type, current data
analysis methods, output achieved through the results. Analysis of domain context and users showed
that,

• answers of questionnaires were very heterogeneous since there was no single pair of an-
swers that could be considered similar or even equal with some degree of abstraction
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• 24 domains which are interested in TSES & this represents high diversity of domain inter-
ested in TSES.

• data enthusiast users are the most commonly encountered in TSES issues.

• the most common data analysis goal of TSES problems is exploration.

• two different problem types, including ’only the expert interacting with the system’ and ’set of
users interacting with the system’ based on the number of users who interact with the tool.

• most of the TSES are currently analyzing manually

In summary, the context and users of the domain influence the characterization of the problem.

Answering RQ2: Based on the analysis of factors, we addressed RQ2 (cf. Section 4.1.2 by char-
acterizing the real-world problems using dataset size, dataset characteristics, data-centric challenges,
alignment, segmentation, data processing, Collisions and Frequency of Collisions. Analysis of data char-
acteristics showed that,

• most datasets’ number of event sequences and number of events fall within the 10-100
range.

• majority of the data for TSES are historical data. Further, there are problems which needs
analysis of both historical and live data.

• the most common data-centric challenge of the analysis of TSES is data accuracy.

• majority of the participants are interested in aligning by global time axis.

• majority is interested in analyzing subsequences

• many datasets contains events with collisions and this collisions occur frequently.

In summary, data characteristics influence the characterization of the problem.

Answering RQ3: Based on the analysis of factors, we addressed RQ3 (cf. Section 4.1.2) by
characterizing the real-world problems using tasks, targets associated with tasks. Analysis of tasks
showed that,

• ’Identify Trends’ is the most important task among the majority of the cases.

• ’Modify ES’ is the least important task among the majority of the cases.

• Different granularities associated with the task affect the importance of the action.

• No one rated ’Identify Trends’ as not important.
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Answering RQ4: Based on the analysis of factors, we addressed RQ4 (cf. Section 4.1.2) by
characterizing the real-world problems using metrics. Analysis of metrics showed that

• ’Size’ is the most important metrics among the majority of the cases.

• Metrics have higher ’nice to have’ rating, while task have more ’highly important’ ratings.

In summary, metrics influence the characterization of the problem.

Answering RQ5: Based on the correlation analysis of factors (cf. Section 4.3.2) we addressed
RQ5 (cf. Section 4.1.2).

4.5 Interesting Insights based on Survey Answers
In the questionnaire, we left out some points that could have been addressed, such as not only
focusing on user groups, but also asking about their expertise in related domains, not only ask
about whether there are collisions(multiple events occur at the same time), but also ask whether
they want to emphasize it or ignore it. Lastly, we identified that one open-ended question was
not clear due to too vague to the user. Different people have provided answers by thinking in
different perspectives.
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Part 2: In-Depth Task
Characterization for

Time-Stamped Event
Sequences

5.1 Methodology and Experiment Design

5.1.1 Introduction

There is no task characterization for TSES 3.2. We identified that domain-agnostic task character-
ization is more beneficial due to the diversity of domains in which TSES exists. Design studies
provide domain specific task characterizations. However, generalization of existing design stud-
ies is not possible due to the limited number of design studies. This inspired us to extract tasks
from users spans across a wide range of domains using a user-based survey. Further, we decided
to compare these extracted tasks with the tasks already supported in the visualization literature
by using design studies as another source of information. We aim to identify the tasks that have
not yet been supported by the literature, and also the ones users are not aware of, but existing
work already addressed. Our goal is to unify these two sources to build a domain agnostic task
characterization. This part was collaboratively done with Clara Maria Barth, a student member
of the lab, to stick into the basic principles of the field of human-computer interaction.

5.1.2 Research Questions
• RQ1: Can tasks be derived from surveys be described in a common language?

Investigate whether we can have a refined list of tasks extracted from each source by group-
ing similar tasks by describing using a common language.

• RQ2: Do common tasks exist?
Discover whether survey responses indicate that certain tasks are common while others are
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more specific to certain scenarios, which will allow us to prioritize accordingly.

• RQ3: How well do user study tasks match those from related design studies?
Examine if there is a gap between the user needs and the tasks addressed in the related
literature by comparing tasks extracted from two sources. We wanted to identify tasks that
are unique to user survey study and tasks that are unique to survey of design studies.

• RQ4: Can two sources be unified?
Find out if it is feasible to unify these two sources. As there is no task characterization for
TSES, we can contribute a task characterization to future research.

5.1.3 Study Approach

To address the research questions, we incorporated two complementary sources of information
to reduce the risk of misclassifying and overlooking tasks [47].
• User-Based Survey - Generalization of data-first design study survey.
• Survey on Design Studies - Generalization of problem-driven design study survey

Next, we will present the process we followed, including data collection and processing of
two study data.

5.1.4 Data Collection

Data gathered from two complimentary sources including user-based survey and survey on de-
sign studies. The process followed at each method will be presented under each study.

User-Based Survey

We already collected real-world problems using a user-based survey in order to develop a prob-
lem characterization. We used the same source to collect data for this study also. In the question-
naire, two type of questions were used for the task extraction. (1) Open-ended questions on goals
and tasks that require downstream processing (2) Likert scale list of possible tasks to select how
important each task. Likert scale question responses were already analyzed and presented the
results in Part 1 4. Therefore, data gathered for the open-ended questions were used as one main
source of data for this study.

Survey on Design Studies

This study is inspired by Lam et al.’s qualitative analysis of 20 IEEE InfoVis design studies [52],
to use open coding for tasks related to TSES that have been extensively studied in literature in a
variety of domains. In contrast to the task abstraction approach taken by Lam et al., we directly
used the task abstractions provided with the design studies and survey papers. As only a very
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limited number of design studies on TSES exist, we chose papers in the realm of other time-
oriented data as our primary source, while maximizing the variety across involved application
domains and user groups.

The paper selection process involved several iterations:

1. Preliminary Selection: we searched for literature using keywords such as ’event-based data’,
’temporal event data’, ’time-stamped event sequences’, ’temporal events’ and ’event sequence’
to locate papers related to TSES, leading to 55 papers.

2. Secondary Selection: We selected the subset of design studies and survey papers with clear
summaries of task abstractions, finalized requirements, or state-of-the-art analytical tasks.

3. Final Selection: We examined each paper in depth and excluded papers with tasks or require-
ments that hide data-specific information due to a high degree of abstraction (cf. Section 2.4),
resulting in 14 design studies[107, 104, 68, 16, 69, 57, 22, 60, 59, 36, 109, 93, 30, 98] and 2 survey
papers [32, 75].

5.2 Processing of Two Study Data Sources
The two studies were conducted concurrently but independently until task synthesis phase in
processing study data. To extract the tasks in each study, we used coding, a well-known quali-
tative research technique [27] to extract tasks from each source, followed by an affinity diagram-
ming phase to group the extracted tasks to identify the most common tasks among them. To
comply with the methodology of coding and affinity diagramming as proposed in HCI literature,
a second person was involved with these two phases. This person was Clara-Maria Barth, a fellow
student with expertise in HCI and VIS.

5.2.1 Coding

In this phase, RQ1 is primarily addressed. Both persons were responsible for creating new codes,
reviewing existing codes, and commenting on any codes that were incorrect or not agreeable. This
was an iterative process, and several discussions resolved many of the conflicting opinions. The
third party opinion was used to resolve conflicts when it was impossible to resolve it ourselves.
Ultimately, every code was refined iteratively until no conflicts existed. In spite of the fact that
the user-based survey study and the survey on design studies seemed to be isolated, we coded
them interchangeably in order to mitigate bias between the two studies.

User-based Survey

Each of the 70 user survey responses described a specific time-stamped real-world scenario, along
with details about domain context, user goals, the data analysis tasks necessary to reach those
goals, current data analysis methods, and tools available etc. More details on the survey is de-
scribed in section 4.1.4. Further, participants provided information on event and event sequence
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also, useful for data characterization purposes. We extracted goals and analysis tasks provided
by the user and applied hierarchical task abstraction [107] to each survey response to decompose
domain-specific tasks into intermediate or lower level tasks [81]. Further, to find similarities and
differences across domains, we translated all domain-specific tasks into abstracted tasks. We will
refer to these abstracted tasks as codes. Figure 5.1 shows the coding process followed, Figure 5.2
presents the results.

Survey on Design Studies

In this study, we used the open coding [27] approach, which was more straight-forward than the
previous coding strategy. We used abstract task descriptions summarized in the papers for cod-
ing. In the cases where task descriptions were too domain-specific, we converted into abstracted
form when coding.

5.2.2 Task Categorization

Figure 5.3 shows the coding process followed, Figure 5.4 presents the results.

5.2.3 Initial Affinity Diagramming Phase

In the task categorization, we used a similar approach to open coding. Two authors involved
with the iterative process of grouping the codes, reviewing the groups and also commenting in
disagreements. Similar to coding, in the cases of opposing opinions that cannot be resolved,
discussions opened to a third party opinion. In a later iteration, we split or merged those groups
as necessary and further ignored the groups with only one task if they did not fall within the
existing categories. For a group to be considered, there have to be at least two sticky notes, either
from different survey responses in the user survey study or from different papers in the survey
of design studies. Following several iterations, 33 unique tasks were identified from the survey
responses, while 36 tasks were derived from the design studies by addressing RQ2.

User-Based Survey Study

1. The initial affinity diagram related to the user-based survey study is depicted in Figure 5.5.

2. Figure 5.2.3 summarizes the tasks extracted from the user-based survey study following the
initial phase of the task categorization.

Survey of Design Studies

1. Initial affinity related to the survey of design studies is depicted in Figure 5.6.
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2. Figure 5.7 summarizes the tasks extracted from the survey of design studies following the
initial phase of the task categorization.

Refinement Phase

We also conducted third-party validation on all the extracted tasks. This reduced the number of
tasks to 24 and 26 respectively by merging possible tasks and ignoring least relevant tasks.

5.2.4 Task Synthesis
The task synthesis unifies the previous two-sourced approaches. This is accomplished by joining
the two spaces of abstracted tasks, represented by the previously created task categorizations of
user-based survey and survey of design studies. We treated both sources as equally important
and decided to create a unified list of tasks by translating all the tasks in to a common language
that allows unification. Our criteria for unification was to focus on low-level and mid-level gran-
ularity of tasks, that each is not too coarse, and sufficiently fine-grained to be executed indepen-
dently. We first started with the common tasks from both sources, and then moved to the unique
tasks of each source that need further processing to create the unified task space. We followed an
iterative process of merging, splitting and rewording to have a set of finalized groups that satis-
fies our criteria. By addressing RQ3, we identified 23 similar tasks, while 3 tasks only occur in
design studies and 2 tasks only occur in user survey study which cannot be merged anymore as
those tasks are distinct enough to represent each own action. Figure 5.8 shows the merged affin-
ity diagram which we built from all the tasks that we identified from both studies. We provide a
summary of the finalized tasks list of each source together with the information on task frequency
in the table 5.1. Figure 5.9 compares the results of both task categorizations, emphasizing the rel-
ative frequency of every task per study. ’Merge’ and ’Analyze Fluctuations’ are the tasks that users
have found that have not yet been addressed by the literature, but may be worth exploring in the
future. There were several tasks in the existing work that no user addressed, such as ’Discover
Causality’, ’Save Subset of Interest’, and ’Identify Distinct Entities’.

5.3 Results Analysis
We consider both sources of information equally important because both are well-known We also
discovered any task that only appear in one source cannot be represented by common tasks due to
the fact that they are distinct from each other, making them more significant in the task analysis
space. Table 5.1 shows that even the unique tasks also appears to be more important to more
than one subject, while there are some tasks that appear in both sources at lower frequencies.
Consequently, we identified the significance of each and every task and consider union of both
sources as finalized task list resulted in 28 tasks.

The following section describes the tasks in detail.
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Action / Objective User
Survey

Design
Survey

Derive Metrics 39 12
Summarize 32 14
Group 29 11
Compare 26 12
Relate 23 6
Identify Extremes 22 7
Analyze Trends 21 3
Emphasize 16 8
Annotate 14 4
Show Details 13 14
Segment 12 5
Sort 12 5
Find Similar 11 9
Predict 11 2
Identify Motifs 10 10
Add/Modify 8 3
Filter 7 9
Analyze State Transition 7 4
Compare Threshold 7 4
Recommend 7 4
Gain Overview 6 7
Align 6 3
Detect Outliers/Anomalies 3 12
Analyze Fluctuations 6 -
Merge 3 -
Discover The Causality - 7
Save Subset Of Interest - 3
Identify Distinct Entities - 3

Table 5.1: Comparison between task occurrences in the two studies: the 65 user surveys (US) and the 16
design studies (DS). Most of the tasks for TSES are common in both studies.

5.3.1 Overview of Tasks

In this section, we describe all the 28 tasks we found in greater detail in the order of frequency of
the user survey.

1. Derive:
General Description: By calculating numerical outputs based on data content & metadata char-
acteristics, new insights about the data can be gained that can’t be seen visually. At different
granularities, metrics can be derived using content, metadata, or both, for events , event se-
quences , and group of event sequences . The derived results can be analyzed by the user,
as well as can be used as input to perform other tasks, such as comparing and summarizing.
The most commonly requested metrics by users include regularity, density, gaps, frequency,
and event count. Additionally, many other metrics exist that are valuable but unrecognized by
users.
Examples: Frequency of events for each es, Calculate density for events in es.
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2. Summarize:
General Description : The majority of the event sequence dataset contains around millions of
datapoints, which makes it impossible to discover interesting information. In order to provide
users with an overall view of the respective event, sequence, or group, metadata, metrics and
content can be used to summarize events , event sequences , group of event sequences . In ad-
dition, users are interested in statistical measures such as mean, median, variance, etc to better
understand the underlying distribution of metadata and metrics of each entity.
Examples : Show summary of events for each group (event count, regularity trend... ), Show
summary statistics for event sequences

3. Group:
General Description: A user can reduce the number of events and event sequences by assigning
them to groups based on content similarity, metadata, metrics, annotations and recommenda-
tions. Cluster algorithms will apply to group events based on similarity by selecting appro-
priate metrics. Analyzing group characteristics gives a clearer understanding of individual
characteristics within each group, since each group represents its whole population.
Examples: Group es based on derive metrics for each TSES, Group events by year

4. Compare:
General Description:In order to understand the differences and similarities between different
entities, it is important to compare them. Comparisons can be made on an event , event se-
quences , or group of event sequences level based on content, metadata, or metrics. Also,
there were some tasks relating to comparing metadata at the event level to metadata at the
dataset level which discussed comparisons at all granularities. The comparison task is useful
to identify similarities and differences across the compared items.
Examples: Compare patterns of events event sequences , Compare derived metrics for different
event sequences

5. Relate:
General Description: Identifying the relationship between two things enables users to explain
the reasons behind certain observations in the dataset. A relation can exist between any of the
following: metadata, content, metrics, patterns, time, trends. It is supported either at event
sequence level granularity or group of event sequences level.
Examples: Identify relation between two metadata for each event sequence Identify which
metadata mostly affect the event frequency of the event sequence.

6. Identify Extremes:
General Description: Metrics and metadata are the only areas where extreme values can be iden-
tified. In addition to identifying most frequent entities, users were interested in identifying
least frequent entities as well.
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Examples: Identify time periods of high frequency of event segments for each TSES, Identify
cluster patterns which are more frequent.

7. Analyze Trends:
General Description: A common task identified among users is identifying trends of event se-
quences or group of event sequences based on numerical metadata or derived metrics. Fur-
ther, users are particularly interested in identifying daily, monthly, and seasonal trends.
Examples: Find the trend of event frequency over the years for each event sequence , Analyze
trends of metadata with 2 week time gaps for each.

8. Emphasize:
General Description: In large data volumes, finding interesting entities is often hard to do vi-
sually. By emphasizing interesting entities, it is possible to grab the attention of users at any
time. The task can be only performed at events , event sequences , group of event sequences
based on some criterion. Examples for criterion from the user studies are metadata, metrics,
trend turning points, user defined threshold.
Examples : Highlight event segments with high density, Highlight events with specific meta-
data values.

9. Annotate :
General Description : An annotation refers to adding additional information to specific event ,
event sequence or group of event sequences . It is also supported for metadata. We identified
two types of annotation, one where users are manually adding annotations, and the other is
when annotations are automatically generated based on content, metadata and metrics and
also there were cases requested trend change pattern.
Examples : Label segments using density, Label events based on metadata values

10. Show details:
General Description: Users are interested in analyzing specific event sequence in detail, espe-
cially if the number of the sequences and/or events is large. They are interested in more details
on either content or the metadata.
Examples : Show metadata of events, Inspect details of event sequence.

11. Segment:
General Description: Users were interested in analyzing different segments of the same event se-
quence so they could compare them. While some users are interested in splitting the sequence
based on time segments such as day, week, month, etc, some users are interested in splitting
the sequence based on feature values, such as density, frequency etc. Additionally, there are
situations where users want to split the whole dataset into two segments using a specific date
so that they can analyze each segment independently and compare it to the other.
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Examples : Segment in to two groups using a certain date, Segment event sequence by gaps

12. Sort:
General Description: The users wanted event sequences to be sorted based on metadata val-
ues as well as metric values. There were also requests for sorting on based on a combination
of metadata and metrics values. It allows users to identify an interesting event sequences
for detailed analysis while discovering new horizontal and vertical patterns at the same time.
However, this is only supported for group of event sequences .
Examples : Sort event sequences . by metadata attribute, Sort by metrics

13. Find Similar:
General Description: Find similar events, event sequences, groups of event sequences based on
selecting or formulating a query using event sequences, metadata, and predominantly: fea-
tures.
Examples : Find similar event sequences based on metadata

14. Predict:
General Description: Most users want to predict the next event or the metadata based on pre-
vious events of the same type or on similar events in order to have a prior understanding of
upcoming events. In addition, some users are interested in predicting the likelihood of the next
event.
Examples: Predict next event metadata based on derived metrics of each event sequence .

15. Identify/Simplify Motifs:
General Description: Identify and simplify motif patterns in event sequences or groups of se-
quences based on event sequences or group of event sequences. This task includes the term
pattern, always when referring to sequences or subsequences. As pattern is a high-level con-
cept that can be applied to any finding, we resolved this ambiguity by stringently using the
term motif for (sub-) sequences, as it is often done in the sequence data mining community.
Simplification refers to the idea to substitute a motive by a (visual) placeholder whenever the
motif occurs and is useful when complex datasets are to be simplified.
Examples: Select and identify similar patterns in different segments.

16. Add/Modify:
General Description: Most of the tasks identified under this category are related to modifying or
adding new metadata for existing events or TSES or group of event sequences . In addition,
if anyone is interested, they can add events , event sequences , or group of event sequences ,
although the last two are not feasible.
Examples: Let user assign metadata to events.
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17. Filter:
General Description: Filtering supports users to filter out irrelevant information by keeping only
relevant information. Users can focus only on a few events or event sequences based on their
interests without digging into larger datasets. USers can filter events , event sequences , group
of event sequences based on metadata, metrics or time period.
Examples: Filter event sequence by time period.

18. Analyze State Transition:
General Description: Analyze the transitions of states changing over time, e.g., to understand
the reasons for the behavior of sequences.
Examples: Identify metadata values transitions of event sequences with reducing trends.

19. Compare Threshold:
General Description: It was a common task identified among users to filter query data against
a threshold based on a comparison between metrics and metadata. Additionally, the user can
compare expectations with metrics such as event count and filter TSES those that meet them.
Examples: Filter events by metric threshold.

20. Recommend:
General Description: Users want to get recommendations on the best time for the next event
based on a selected set of metadata and metrics. Further, some people are interested in meta-
data recommendations. This task is supported at the event level only.
Examples: Provide recommendations based on metadata in each event sequence .

21. Gain Overview:
General Description: An overview of all the data points was requested by the users so that they
could identify high level horizontal and vertical patterns, sparse dense regions, and compare
all the event sequences in the overview while the summarize task provides a more compact
overview of the data. The whole overview with metadata distribution is also requested by
some users. This is only supported at the group of event sequence level.
Examples: Detailed event overview with metadata.

22. Align:
General Description: Aligning event sequences can be done based on several techniques. This
is an important task that allows easy comparison between event sequences. Especially, when
the event sequences are not of the same length and the user wants to compare them, aligning
is very important. This task is only supported at group of event sequences .
Examples: Align event sequences by global time axis.

23. Detect Outliers/Anomalies:
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General Description: Outlier is an ill defined term. Users, however, are interested in detecting
events, ESs, or groups of ESs that are far apart. Outlier detection can be done visually or based
on derived metrics. Anomaly detection is more identification of patterns of events that deviate
from the significant majority of the events. This task is identified only at the es granularity
Examples: Identify outlier events using irregularities, Identify irregularities since event is peri-
odic.

24. Analyze Fluctuations:
General Description: Identify changes in trends and metrics over time. This task was only iden-
tified by users.
Examples: Identify change of trend of events over whole dataset

25. Merge:
General Description: Merging several segments/event sequences to calculate metrics for the
merged event sequence, find the trend line with absolute time. This task was discovered by
users only.
Examples: Merge all event sequences

26. Discover the Causality:
General Description: The effects of one event or metadata change on the next event(s)/metadata.
This was a task discovered from previous literature.
Examples: Identify causes of specific metadata values

27. Save Subset of Interest:
General Description: Users are interested in saving intermediate results from previous analysis
tasks such as clustering, filtering. Discovered only from the previous literature.
Examples: Save clusters as metadata

28. Identify Distinct Entities:
General Description: Users are interested in finding unique events, event sequences, groups of
events, and metadata. This was also only identified from the previous literature.
Examples: Show unique state/cluster transition patterns

5.4 Application of Task Overview: Comparison with

”Likert Scale Tasks” in the User-Based Survey
Three sources of tasks have been identified, two based on user feedback and one based on ex-
isting literature: (1) Open-ended questions of user-based survey, (2) Survey of design studies,
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and (3) Anticipated tasks provided as Likert scale. Using the first two sources, we systematically
extracted 28 tasks and presented the results in the previous section. In the third approach, we
provided a list of anticipated task as Likert scale questions in the user-based survey to determine
the most important tasks. These tasks list was generated based on six qualitative interviews with
domain experts focusing on TSES in a prior study and findings from existing literature without
following any systematic process. We already compared results of first two sources to come up
with 28 final task list. Our goal here is to compare these two sources with the third source ’Likert
scale’ questions to gain some new insights. We used Likert scale with four different options to let
user pick either opinion without being bias. However, for the analysis purposes, we are consid-
ering only the ’highly important’ answers. We use the following three approaches to comparison.
• Set comparison: Examine if task exist in both or one.
• Frequency Comparison: Compare frequencies of each task using three sources.
• Rank Comparison: Investigate the order of tasks in the two Rankings

5.4.1 Set Comparison between Different Sources

There is already a common vocabulary for tasks extracted from the first two sources, unlike Lik-
ert scale questions. As a result, we attempted to map all Likert scale questions to these identified
tasks to make the comparison easier. Table 5.2 shows the summary of the results, and it reveals
that our anticipated task list is not complete. Moreover, it seems that only 14 of the discovered
tasks have been anticipated before this study, which ultimately reveals 28. It was a n : 1 mapping,
revealing that Likert scale tasks are in a low granularity than the tasks in the task characteriza-
tion. Further, we identified two tasks which were not in the final task characterization, including
’Detect missing values’ and ’Detect duplicates’. One possible reason could be these task has been
ignored due to low frequency of occurrence.

5.4.2 Frequency Comparison between Different Sources

Earlier, we presented a summary of frequency of the first two sources, and here we are mainly
focusing on Likert scale questions. There is a 1:n relationship with the discovered tasks and the
Likert scale. Due to this, when we calculated the frequency, we always counted as 1 if either task
is rated high importance. As an example, both grouping by metadata and grouping by clustering
can be considered grouping. In table 5.3, we show a summary of percentage occurrences of each
task. Figure 5.10 compares the relative frequency of three sources per each task.

We provide a summary of the finalized tasks list of each source together with the information
on task frequency in the table 5.1. Figure 5.9 compares the results of both task categorizations,
emphasizing the relative frequency of every task per study. On average, the percentage of task
rated with ’highly important’ are higher in Likert scale compared to the other two studies. Two
main reasons could be user unawareness of what is possible, while the other could be user tend
to go all possibilities without focusing their actual needs.
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All Tasks
User

based
Survey

Survey of
Design
Studies

Likert
Scale
Tasks

(Anticipated
Tasks )

Likert Scale Tasks

Derive Metrics • • • Extracting Features
Summarize • • -

Group • • • Grouping Events and ES by Metadat/ Time,
Grouping ES by Clustering

Compare • • •
Compare Several ES,
Compare ES Collections,
Compare Individual Events

Relate • • -
Identify Extremes • • -
Analyze Trends • • • Identify Trends
Emphasize • • -
Annotate • • • Annotate ES
Show Details • • • Details of Events, show metadata
Segment • • -
Sort • • • Sorting & Ranking
Query • • -

Identify/Simplify Motifs • • • Identify and Substitue Frequent Patterns,
Identify Recurrence

Predict • • • Predict Next Event

Filter • • • Filtering ES,
Filtering Events

State Transition • • -
Compare Threshold • • -
Recommend • • • Provide Recommendations
Add/Modify • • • Modify ES
Align • • -
Gain An Overview • • • Gain an Overview

Detect Outliers/ Anomalies • • • Detect Outliers,
Detect Anomalies

Analyze Fluctuations • -
Merge • -
Discover The Causality • -
Save Subset Of Interest • -
Identify Distinct Entities • -
Detect Missing Values •
Detect Duplicates •

Table 5.2: Comparison between task existence in the three studies: the 65 user surveys, the 16 design
studies, anticipated tasks Likert scale. Most of the anticipated task are found from the both desgin studies
and user survey study except two tasks. More than anticipated tasks are found from the user survey study
and the survey on design studies

Most of the Likert scale have rated as ’highly important’ by at least 25% of the users. Compare
and group tasks have rate more than 80% of the users. The results of the Likert scale indicate that
tasks such as recommend, gain overview, predict and analyze trends occur very frequently, whereas
these tasks show low frequency in other sources.
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Action / Objective User Survey Final Tasks Design Study Final Tasks Anticipated Tasks
Derive Metrics 60 75 51
Summarize 50 88 -
Group 45 69 68
Compare 40 75 84
Relate 36 38 -
Identify Extremes 34 44 -
Analyze Trends 33 19 84
Emphasize 25 50 -
Annotate 22 25 31
Show Details 20 88 74
Sort 19 32 57
Segment 19 32 -
Find Similar 17 57 -
Predict 17 13 51
Identify/Simplify Motifs 16 63 62
Add/Modify 13 19 24
Filter 11 57 68
Recommend 11 25 62
Analyze State Transition 11 25 -
Compare Threshold 11 25 -
Gain Overview 10 44 70
Align 10 19 -
Analyze Fluctuations 10 0 -
Detect Outliers/Anomalies 5 75 54
Merge 5 0 -
Discover The Causality 0 44 -
Save Subset Of Interest 0 19 -
Identify Distinct Entities 0 19 -
Detect Missing Values 0 0 34
Detect Duplicates 0 0 30

Table 5.3: Comparison between task occurrences in the three studies: the 65 user surveys, the 16 design
studies, anticipated tasks Likert scale. On average, the percentage of task rated with ’highly important’ are
higher in Likert scale compared to the other two studies. The results of the Likert scale indicate that tasks
such as recommend, gain overview, predict and analyze trends occur very frequently, whereas these tasks
show low frequency in other sources

5.4.3 Ranking Comparison between Different Sources
Finally, we assessed the ranking of the tasks based on frequency of each source. In the table 5.4,
tasks have been ranked descending, by the frequency of occurrence for all three sources. The
most common tasks among all three sources are ’Group’, ’Compare’, and ’show details’ and results
are presented in the Figure 5.11. Derive metrics and Summarize also highly relevant based on first
two main sources.
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User Survey
(Extracted Tasks)

Design Study Survey
(Extracted Tasks)

User Survey
(Anticipated Tasks)

Derive Metrics Summarize Compare
Summarize Show Details Analyze Trends
Group Derive Metrics Show Details
Compare Compare Gain Overview
Relate Detect Outliers/Anomalies Group
Identify Extremes Group Filter
Analyze Trends Identify/Simplify Motifs Identify/Simplify Motifs
Emphasize Find Similar Recommend
Annotate Filter Sort
Show Details Emphasize Detect Outliers/Anomalies
Sort Identify Extremes Derive Metrics
Segment Gain Overview Predict
Find Similar Discover The Causality Detect Missing Values
Predict Relate Annotate
Identify/Simplify Motifs Sort Detect Duplicates
Add/Modify Segment Add/Modify
Filter Annotate
Recommend Recommend
Analyze State Transition Analyze State Transition
Compare Threshold Compare Threshold
Gain Overview Analyze Trends
Align Add/Modify
Analyze Fluctuations Align
Detect Outliers/Anomalies Save Subset Of Interest
Merge Identify Distinct Entities

Predict

Table 5.4: Comparison between task ranking in the three studies: the 65 user surveys, the 16 design studies,
anticipated tasks Likert scale. The most common tasks among all three sources are ’Group’, ’Compare’, and
’show details’. ’Derive metrics’ and ’Summarize’ also highly relevant based on first two main sources
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Figure 5.1: Two people iteratively worked on coding 70 user-based survey responses. Five responses were
excluded because they were invalid. Using hierarchical abstraction, codes were extracted based on domain
context, goals, tasks, and definitions for events and event sequences. To ease the use of codes throughout
the process, every code is labeled with the survey response ID.
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Figure 5.2: Result of the coding process of the 70 survey responses. On average, 6-10 codes (green) have
been identified per response (purple).
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Figure 5.3: The coding was done iteratively by two people based on tasks extracted from 14 design studies
and 2 survey papers. The codes were extracted from tasks listed in design study papers either at a domain-
specific or abstract level, and open coding was used since the extracted tasks were already mid- or low-level.
We followed a similar coding process for each design study, and we used distinct colors for each to assist us
in the next step.

Figure 5.4: Codes extracted from each of the design studies, color-coded per study. The number of codes
per design study is considerably higher than the number of codes per user survey (cf. Figure 5.2)
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Figure 5.5: Based on the coding of the user-based survey study, we grouped the codes according to their
content. Two authors are involved in the iterative process. Additionally, we assigned meaningful task names
based on the set of codes. This affinity diagram represents 33 tasks derived from the initial task categoriza-
tion phase.
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Figure 5.6: Based on the coding of the survey on design studies, we grouped the codes according to
their content. Two authors are involved in the iterative process. Additionally, we assigned meaningful task
names based on the set of codes. This affinity diagram represents 36 tasks derived from the initial task
categorization phase.
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Figure 5.7: As a result of the study of design studies affinity, 36 tasks (code groups) were identified, along
with how many unique papers have already discussed each task.
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Figure 5.8: In the task synthesis phase, the two affinity diagrams from both studies were merged into the
merged affinity diagram as shown. In order to support merging, we split or merged tasks of each affinity
as necessary, and if neither of the task names for each affinity was comprehensive enough, we assigned
meaningful names to each group. Overall, 23 tasks matched in both studies, while two and three unique
tasks were identified in user-based survey studies and survey of designs studies, respectively.
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Figure 5.9: Comparison of tasks identified in the two studies based on the percentage of occurrence. Tasks
identified from the user based survey study (orange) is underrepresented when compared to tasks identified
from the survey of design studies (blue). One plausible reason maybe that design studies are a systematic
way conducted by researchers with output that is thought through, compared to user surveys which are just
anecdotal observations.
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Figure 5.10: This figure shows comparison of the frequency of occuring different tasks in all 3 sources.

Figure 5.11: An overview of the most common tasks across all three sources is shown in this figure. Using
arrows we tried to mark the tasks across all three cases. As long as the Likert scale did not list those tasks,
we considered only the first two sources.
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Limitations, Discussion, and
Future Work

6.1 Limitations of User Surveys
Our goal in this study is to build a problem characterization for TSES and present an overview
of the current real-world problems on TSES. To extract the details on real-world problems, we
decided to go for a user-based survey study since we can have a large problem space spanning
towards a large number of domains. However, we identified some limitations of this approach
such as, if someone needs some help in the middle of the questionnaire, it cannot be provided as
with an interview. As a result, one misunderstanding can propagate through the questionnaire,
affecting the quality of the responses. In order to mitigate the risk of poor quality responses, a
second round of interviews could be conducted with people who provided answers that needed
clarification

6.2 Limitations of Questionnaire Design
We followed the guidelines on questionnaire design recommended by existing research. How-
ever, based on the insights we identified, there were malformed questions and missing questions.
We can remedy this by sending the questionnaire to a small sample covering a wide range of do-
mains and adjusting it according to the feedback and responses before distributing it to the target
population. Furthermore, there was no free questionnaire design tool available, which limited the
design of the questionnaire.

6.3 Questionnaire Target Audience
We distributed the survey among people who have a TSES case with an actual dataset who we
call domain experts and people who don’t have a case with TSES with no dataset but have shown
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interest in TSES. We asked participants to either take a real-life scenario or imagine a case study
they want to analyze and answer the questions describing the case. This further revealed with the
question dataset availability. The majority of the participants don’t hold actual real data while a
considerable portion of participants holds real data. If our target population is all domain experts,
then our results could be different a bit than this.

6.4 Influential Factor Identification and Analysis
We discovered a set of factors that would influence the problem characterization and built the
questionnaire based on that. These factors set are not complete, and future research can be con-
ducted to identify missing factors. Further, for some factors we discovered, the questionnaire
is not a probable method to collect data. Examples include user characteristics such as cogni-
tive load, working memory, context vocabulary etc. In addition, assessing these discovered but
unanalyzed factors would be also a nice aspect of future research.

6.5 Missing Factors for Analysis
When analyzing the answers, we identified some missing questions. Generally, I was asking
about user roles, but I identified that when coding, it would be nice if we asked them to rate from
1 to 5 their knowledge in two aspects: data analysis expert and domain expert besides the role.

6.6 Limitations of Data Analysis
In the analysis process, there can be lots of crosscuts between different factors which resulted in
a lot of undiscovered relations. This would be a nice future work aspect. We tried to use existing
libraries for Multiple Correspondence Analysis to detect the underlying structures of the data.
Unfortunately, due to the large number of columns, generated diagrams were cluttered and were
not usable to gain insights. In addition, we had only 65 responses, which is too little to discover
relationships between around 60-70 columns with a high accuracy.

6.7 Methodological Contribution
Further, we identified the absence of methodological support to create a task characterization for
hardly investigated data types. Most of the task characterizations are based on reviewing existing
literature, which is not an option for TSES. Beyond the scope of this thesis, we will address this as-
pect by proposing a developed methodology for the BELIV workshop at the IEEE VIS conference,
together with Clara-Maria Barth, who has also been involved in the coding process (cf. Section 4
and Chapter 5).



Chapter 7

Conclusion

In our research, we followed two main studies. Previous bodies of knowledge revealed four main
aspects that influence problem characterization including domain context & users, data, tasks,
and metrics. We systematically identified 25 factors under those four aspects by following the
divide and conquer principle. Based on this, in our first study, we presented a systematic charac-
terization of TSES-oriented real-world problems structured by those four aspects and 20 selected
factors using a user-based survey study. A total of 65 responses shaped our proposed problem
characterization for TSES. We further systematically analyzed these factors and identified the re-
lationships between those factors. Future design studies can benefit from the knowledge gained
from this study results, as both design and evaluation decisions can be informed by it. This also
serves as a guide for domain experts to better understand their data and problems, as many ex-
perts often fail to assess their needs and data. Researchers who are interested in TSES can also
benefit from this problem characterization.

In the second part of the research, we proposed a task characterization for TSES based on a
user-based survey study and a survey literature study. A total of 65 survey responses and 16
design studies related to TSES formed the basis for this study, resulting in 28 clearly separable
tasks. Building upon tasks, we compared the two sources used to build the tasks with a set of
anticipated tasks using three main approaches, (1) set comparison, (2) frequency comparison,
and (3) ranking comparison.

With the TSES problem characterization and task characterization, we aim to inspire future
design studies on TSES and domain experts who are dealing with TSES.
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