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Abstract

The market for cyber insurance seems to be at a turning point in the recent years. Premi-
ums are surging at record rates with new claims continuing to be driven by ransomware
attacks, as well as by insider threats. The cyber insurance capacity is becoming limited
and it is clear that many challenges still need to be tackled in order to avoid market failure.
For one, it is clear that traditional risk assessment methods currently applied do not suffi-
ciently address the issues of information asymmetries and the adverse selection and moral
hazard that go hand-in hand with them. Therefore, new approaches to audit and assess
the level of self-protection of the insureds need to be developed. Taking this into account,
this thesis focuses on the assessment of operational cyber risks related to failed internal
processes and proposes a novel approach to apply the methods of process mining in cyber
insurance. For this purpose, MeritMiner4CI approach was designed and developed. Also,
the fundamental challenges and requirements of cyber insurance at the coverage level
were clearly mapped to specific process mining methods. The MeritMiner4CI approach
was evaluated by conducting a survey with experts and also by considering case study
scenarios. The results of this survey provide strong indication that the analyses of the
proposed method can be applied by practitioners and have an impact on the ratings of
confidence factors that are applied in the industry. Furthermore, quantitative evalua-
tions were conducted to evaluate the performance of the applied methods. Finally, this
thesis also highlights how MeritMiner4CI can be integrated with other cybersecurity risk
assessment approaches, such as SecRiskAI and MENTOR.
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Zusammenfassung

Der Cyber-Versicherungsmarkt scheint in den letzten Jahren einen Wendepunkt erreicht
zu haben. Die Prämien steigen auf Rekordhöhe, Ransomware-Angriffe und Insider-Bedrohungen
lösen weiterhin neue Schadensfälle aus. Die Cyber-Versicherungskapazität ist begrenzt,
und es ist klar, dass noch viele Herausforderungen bewältigt werden müssen, um ein
Marktversagen zu vermeiden. Es hat sich gezeigt, dass die derzeit angewandten traditio-
nellen Risikobewertungsmethoden die Problematik der Informationsasymmetrien und der
damit einhergehenden adversen Selektion und des moralischen Risikos nicht ausreichend
berücksichtigen. Daher müssen neue Ansätze entwickelt werden, um das Niveau des Selbst-
schutzes der Versicherten zu prüfen und zu bewerten. Unter Berücksichtigung dieser Tat-
sache konzentriert sich diese Arbeit auf die Bewertung von operationellen Cyber-Risiken
im Zusammenhang mit fehlgeschlagenen internen Prozessen und schlägt einen neuarti-
gen Ansatz zur Anwendung der Methoden des Process Mining in der Cyber-Versicherung
vor. Zu diesem Zweck wurde der Ansatz MeritMiner4CI entworfen und entwickelt. Der
MeritMiner4CI-Ansatz wurde durch eine Expertenbefragung und die Betrachtung von
Fallstudien-Szenarien evaluiert, um die Machbarkeit der Implementierung deutlich zu de-
monstrieren. Die Ergebnisse dieser Umfrage sind ein klarer Hinweis darauf, dass die Ana-
lysen der vorgeschlagenen Methode von Experten angewandt werden können und einen
Einfluss auf die Bewertungen von Vertrauensfaktoren haben, die in der Industrie ver-
wendet werden. Darüber hinaus wurden quantitative Auswertungen durchgeführt, um
die Leistung der angewandten Methoden zu bewerten. Schliesslich wird in dieser Arbeit
auch aufgezeigt, wie MeritMiner4CI mit anderen Ansätzen zur Bewertung von Cyber-
Sicherheitsrisiken, wie SecRiskAI und MENTOR, integriert werden kann.
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Chapter 1

Introduction

Many companies have an understanding of their internal processes that “does not pass a
reality check” [1]. In other words, the actual (“as-is”) executions of their processes vastly
differ from the to-be processes reflected in their internal policies or their often outdated
process models. Likewise, their processes might be executed in ways that are not in line
with the cyber security best-practices outlined by cyber security frameworks, such as NIST
[2], [3], and SEConomy [4]. Finally, processes might often also often be executed in ways
that that are in direct compliance violation with established regulatory requirements, such
as the General Data Protection Regulation (GDPR) [5], or the Brazilian General Personal
Data Protection Law (LGPD) [6].

This is one of the reasons why such companies turn to process management and process
improvement. While one can focus on defining a better “de jure” process with traditional
process management method, the following question remains: “How can we observe the
way how the observed processes are actually executed?”. This is the central question of
process mining [7]. And, as [1] reports, the prospect of answering this question seems to
be a rather compelling proposition as the market for process mining tools grew, according
to Gartner [1] from $110 million in 2018 to $320 million in 2019, accounting for a triple
digit YoY growth. This market dynamics seems to have recently prompted a number of
major technology vendors, such as Salesforce, Microsoft, SAP BPI and many other to
make prominent investments in the process mining space [1]. Often, these vendors focus
on solutions around operational excellence and improving process efficiency, as well as
compliance and conformance checking.

The topic of compliance, or more generally, the overall domain “Governance, Risk and
Compliance (GRC)” and “Enterprise Risk Management” (including cyber risk) is, as this
thesis further discusses in Chapter 3, a natural candidate for the application of process
mining methods and a wide body of research, such as [8], [9] and [10] is available on
the matter. It has been shown that process mining can support risk management in
different contexts, including risk identification. Once a risk is identified, four fundamental
strategies exist how to react to it (see e.g. [11] - we can avoid it, accept it, mitigate it, or
transfer it. Precisely the topic of cyber risk transfer has been investigated in a previous
work conducted in 2021 by Matejka and Huacan Soto [12] within the Communication
Systems Group CSG of the University of Zurich UZH. In the aforementioned work, the
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2 CHAPTER 1. INTRODUCTION

authors provided a Cyber Insurance Framework and conducted a survey on the cyber
insurance market involving some of the largest cyber insurance vendors.

One of the key learnings that we gained in the course of the project was an understanding
of how cyber underwriting currently actually operates from the perspective of practition-
ers. As we elaborated on in the preceding project report [12], underwriter discretion and
heuristics often manifest themselves in cyber insurance underwriting practice. From the
perspective of why insurers are limited in applying more scalable methods to deal with
the complexity - information asymmetries seem to be the main challenge and concern of
cyber underwriters, based on the results of our survey [12]. Building on that knowledge,
it is clear that computational methods that would provide cyber insurance underwriters
with objective criteria when making underwriting decisions (such as those on premiums).
At the same time, these methods must fit the established industry practices.

For the reasons that were described above, process mining based methods seem to offer
considerable promise in that area as they might fit well to the risk assessment process
that cyber insurance underwriters apply and base their decisions (on so-called confidence
factors) on. Process mining could enable cyber insurers to not only consider information
provided by the prospective insureds on their defined (de jure) processes and risk posture
that is often clouded by information asymmetries and moral hazard - it could also en-
able them to consider and check how those processes run in reality and make assessments
based on actual process executions. Possibly leading to better decisions about eligibility
for insurance and premiums based on merit (i.e., MeritMiner4CI) as well as to positive, as
opposed to adverse self-selection of prospective insureds. For example, it can be hypothe-
sised that insureds who establish that their processes run in a conform and compliant way
would be more likely to share this information with cyber insurers, leading to, possibly,
more resilient risk pools for the cyber insured. Last but not least, failed internal policies
and actions of people are two of the most prominent operational cyber risks [13] and are
often cental for cyber risk assessments by underwriters.

1.1 Motivation and Research Gap

Process mining as a data-analytical method can be traced back, depending on the defini-
tion of the term, at least to the 1990s. It is not new [14] and can be considered widely
mature both from the research perspective, as well as in practice for a number of use-
cases, such as for mining of process-oriented, transactional [15] enterprise systems like
SAP, ServiceNow, and Microsoft Dynamics, which aims of getting an understanding of,
most typically, Order-to-Cash (O2C) and Procure-to-Pay (P2P) processes. Additionally,
process mining has gained wide adoption in the recent years in the auditing, Governance,
Risk and Compliance (GRC), and Enterprise Risk Management domains [16].

In this setting, the following questions can be determined: (i) if process mining has been
shown to have been successfully applied in the domain of Enterprise Risk Management in
general, could it also be leveraged in the cyber insurance context? (ii) Could process min-
ing aid with addressing some of the fundamental challenge of information asymmetries?
(iii) Why is it that the connection has not yet been made in the research on cyber risk
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management in the cyber insurance context? (iv) What process mining methods could
be relevant for cyber insurance underwriting and risk assessment? (v) What would be
the challenges and limitations of such approach? and finally, (vi) as cyber insurance and
insurers more generally explore extending their offerings to risk mitigation in addition to
risk transfer [12], could process mining at provide for a continuous risk mitigation mech-
anism and thus increase the overall value proposition and adoption of cyber insurance
products? As discussed in the 3 work section, none of these questions seem to have been
answered, nor systematically investigated in detail in the literature and this thesis aims
to fill this research gap with the MeritMiner4CI approach.

1.2 Description of Work

This section explains in detail what approach will be taken to answer the research need.
The goal of this master thesis is to explore the applicability of process mining meth-
ods in the cyber insurance and to develop a novel approach to apply these methods
in cyber insurance. The approach is then implemented as a prototype solution on the
top of the SecRiskAI solution [17] and evaluated, including interviews with a number of
domain-experts. The steps that were taken in order to achieve the aforementioned goals
as described as follow.

First, the relevance of process mining for cyber insurance was established by conducting
a detailed on survey on (a) cyber risk and cyber insurance (an more specifically the cyber
insurance underwriting and assessment processes) and (b) security process management
and process mining methods. The key issues of cyber insurance needed to be thoroughly
analysed and the potential of specific process mining methods to address these issues
understood. Elements of the Cyber Insurance Framework proposed in a previous work
[12] were used to support the analysis.

Once the relevance fundamentals were well-understood, literature review on different pro-
cess mining applications in domains adjacent to cyber insurance (e.g., GRC and general
security) was conducted and use-cases at different levels of process abstraction that are
valuable for overall cyber risk assessment in cyber insurance were identified. The litera-
ture review also confirms the research gap this thesis is addressing, i.e., no available work
on process mining in cyber insurance. After the relevant use cases were identified, it was
necessary to define a structured approach covering all the steps, actors, analytical meth-
ods and metrics needed to successfully assess the risk related to internal processes of a
prospective insured with process mining. As a result, the aforementioned MeritMiner4CI
approach was designed.

In the next step, a high-level architecture was drafted to determine how the approach can
be implemented in a modular way. Considering that reference architecture, the prototype
itself was designed and developed in structured way, starting from design and ending
with a functional manifestation of the MeritMiner4CI approach in the form of prototype
integrated with other contributions to cyber risk assessment developed at the CSG. This
prototype demonstrates the feasibility of the underlying approach and implements relevant
scenarios. Finally a thorough evaluation was conducted based on a survey, interviews with
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experts, designed scenarios, and quantitative evaluation of the implemented algorithms
with relevant security process data-sets.

1.3 Thesis Outline

The thesis is organised as follows.

Chapter 2 provides the reader with an introduction to cyber risk and cyber insurance
(incl. it’s challenges, processes and applied risk assessment methods). Process mining
is introduced as well in the context of business process management. The background
chapter also establishes the bridge between the two fields.

Chapter 3 is where process mining is presented in different research streams including
GRC, security and process performance analysis that are highly relevant for identification
of use-cases.

Chapter 4 presents the proposed novel MeritMiner4CI approach and outlines in a struc-
tured way how process mining methods can be applied in the cyber insurance underwriting
process.

Chapter 5 covers the design and implementation of the prototype (in three layers) aspects
of the steps taken can be used to implement the MeritMiner4CI and to prove the feasibility
of the approach. Integration with SecRiskAI is also discussed.

Chapter 6 validates the approach from different perspectives. Most importantly, it presents
and discusses the results of a survey with experts that were involved in order to validate
the concept with designed case study scenarios. It also showcases how the approach can
be applied to case studies modelled on real-life scenarios and finally offers a quantitative
evaluation of the applied process mining methods from the perspective on established
quality criteria.

Chapter 7 discusses the results of the thesis and the implications they might have. Limi-
tations are also clearly outlined.

Chapter 8 is concerned with the summary and conclusion of the thesis and also outlines
overall limitations and future work.



Chapter 2

Background

Cyber Insurance is extraordinarily complex, given its interdisciplinary nature involving
fields from cyber security, actuarial science, to law and economics [18]. Complex to
such an extent that after more than 20 years since the first cyber insurance product
was introduced in 1997, some continue to challenge whether a cyber risk is insurable by
private companies (even with reinsurance backing) [19]. In an interview with the Financial
Times, Mario Greco, the chief executive officer of the Zurich Insurance Group(ZIG), hinted
at the possible need to involve state governments: “A connected economy offers lots of
opportunities for cyber attacks. A major cyber risk is something only governments can
manage” [19]. An alarming take on cyber insurance has also been offered by the risk
expert and author Nassim Nicholas Taleb. Replying to a question: “Can you predict
cyber terror?”, “No”, he answered. “That’s an Extremistan problem. Individual crime you
can profile, but big cyber is too complex.” [20]

The following chapter provides a background to understand both the cyber insurance
domain and process mining methods. Specific applications of process mining in the more
general contexts of cyber risk assessment and auditing are reviewed in the following related
work chapter.

The chapter is structured in the following way. First, a definition of cyber risk used
thorough the thesis is established and the categories of operational cyber risk highlighted
that relate to “actions of people” and “failed internal processes” that, according to [13]
contribute the majority of losses. Then, I provide a overview of the currently available
estimates of the costs of such risk globally, clearly highlighting the unprecedented magni-
tude of the problem. From there I will move to provide a brief overview of cyber insurance,
contextualising it as one of the four main possible reactions to risk - as a risk transfer
mechanism. The focus will be on two key points 1) fundamental challenges and conditions
that need to be fulfilled for cyber risk to be insurable and 2) an overview of currently ap-
plied cyber-risk assessment methods. The section on cyber insurance is concluded with a
simplified formalisation in the form of an economic model, proposed by [21] that clearly
delimits the challenge that my thesis is addressing, which is the following: cyber insurance
premium can be tied to the amount of self-protection (in order to deal with the related
problem of information asymmetries) and that the insurer must audit the self-protection

5



6 CHAPTER 2. BACKGROUND

practices and the level of care that the agent takes to prevent the loss. I also contextual-
ize the thesis at hand among other research conducted at the CSG at the University of
Zurich. Then, centrally, process mining is introduced (in the context of business process
management and processes in security) as one of the viable ways to conduct these audits
of the “level of self-protection”. A method that, as this chapter argues, is especially fit
to increase the understanding of operational cyber risk relating to the aforementioned
categories of “actions of people” and “failed internal processes”, which are clearly the most
significant categories of operational cyber risks [13]

As the 2019 research agenda provided in [22] clearly shows, there is a large number of
aspects of cyber risk and cyber insurance that are not fully understood and still need
to be addressed. These include, to name a few, the measurement and monitoring of
risk, opportunities to reduce it, and mechanisms that enable its transfer to third parties.
For this reason, please note that this chapter does not have the ambition to provide a
holistic overview of cyber insurance, instead only selected aspects relevant for the thesis
(especially to risk assessment and risk related to internal processes) are presented and the
reader is pointed to other, holistic works on the topic, such as [23],[24], [21], [18] (and
many others), as well as to the master project conducted last year at the CSG [12].

2.1 Cyber Risk

2.1.1 Definition and Categorisation of Operational Cyber Risk

Let us start by providing a definition of cyber risk applied in this thesis. The term“cyber”
(i.e. “relating to, or involving computers or computer networks” [25]) refers to risk related
to electronic events that lead to business disruption, or monetary loss [26]. In other cases
“cyber risk” is used as synonym to information security risk [13]. Other researchers, such
as Boehme and Kataria, for example, understand cyber risk as risk resulting in failure of
information systems [27]

This thesis will follow the definition of “cyber risk” as proposed by [13], who strongly
lean back on the definitions applied by regulators of insurance and financial markets
(and reflected in frameworks such as Basel II and Solvency II, see [28], [29], [30]), who
understand cyber risk as a type of operational risk. In other words, cyber risk refers to
“operational risks to information and technology assets that have consequences affecting
the confidentiality, availability or integrity of information, or information systems” [31].

Cebula and Young propose the following categories of cyber risk [31] which is a view shared
both in [13] and [18] cyber risk into four classes: (1) actions of people (which includes, for
example, losses of data by employees), (2) systems and technology failures (e.g. hardware
malfunction), (3) failed internal processes (flawed definitions of responsibilities and (4)
external events (e.g. natural catastrophes impacting data centers). An overview of this
categorization is presented in Figure below. It is key to divide the cyber risk into specific
categories in order to investigate the most appropriate risk analysis methods. In this
thesis, the categories of failed internal processes and actions of people will be in focus.
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Figure 2.1: Risk categories and subcategories according to [31]

2.1.2 Cost of Cyber Risk

Before investigating the cyber insurance market and its challenges, let’s establish the
magnitude of the problem of cyber risk that we previously defined and categorized. It is
often considered as one of the key societal challenges of our time by many organisations,
such as (OECD [32], Fed [33], EIOPA [34])

In 2018, acknowledging the wide range of the estimate, which is strongly dependent on
input parameters and assumptions, the RAND Corporation [35] put the global cost asso-
ciated with Cyber Risk somewhere between $275 billion to $6.6 trillion globally and total
GDP costs (direct plus systemic) of $799 billion to $22.5 trillion (corresponding to 1.1 to
32.4 percent of GDP).

In 2020, a widely-cited statistic by McAffee [36] estimates the “global losses from cyber
crime”to be around $1 trillion, a figure based on interviewing 1,500 IT and line of business
decision makers. Compared to research using the same methodology from 2018, this would
correspond to more than a 50 percent increase. Accenture [37], focused on the metric of
value at risk (from both direct and indirect attacks) and arrives at the figure of US $5.2
trillion over the next five years (in 2019 research). An average G2000 [38] is expected to
risk value of $580 million annually, or 2.8% of revenues, accoriding to Accenture.

Coming back to the categorisation of cyber risk in Figure 2.1. It is also interesting to
observe to which categories of risk the most losses are associated. Based on an analysis of
a sample of data, [22] points out that most of the losses coming from cyber risk relate to
actions of people (incl. employees) and then from failed internal processes. It is important
to point out this finding as internal processes are the key focus of this thesis.

Spending on cyber security solutions (e.g. for data security, network security, access
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Figure 2.2: Losses by risk category based on an analysis of a sample (in million US$) by
[22]

management) has been estimated at around 40.8 billion U.S. dollars [39]. A somewhat
higher was estimated by [40], who expected the spending on security and risk management
to exceed $150 Billion in 2021. Ransomware attacks drive a part of these increases in
cyber security spending

”
damage costs caused by ransomware attack were most recently

estimated [41] and [42] to reach $20 billion by 2021. The figure is 57x higher compared
to 2015. Looking at insider threats (including malicious data exfiltration and accidental
data), [43] estimates that the increase in losses from such threats between 2018 and 2020
was 47%. Many of these developments are considered to be strongly related to the rise in
remote work and other changes to how businesses operate as a result of the COVID-19
pandemic [44].

The report by [41] offers a concerning summary, applying a unique comparison, the rapidly
growing global cybercrime costs, accoring to the report, can be seen seen as the largest
transfer of economic wealth in history. Costs are expected, in monetary terms, to be
larger than the damage inflicted from natural catastrophes and cyber crime will generate
more profits than the market for illegal drugs [41]. This clearly outlines the size of the
problem at hand. In the next section, I will provide a brief introduction to how cyber
insurance aims to contribute to solving that problem.

2.2 Cyber Insurance

The following section aims to provide the reader to provide the reader with an overview of
cyber insurance. This was provided, for example, in the Cyber Insurance Framework [12]
which covers a number of different aspects of Cyber Insurance in depth. The section on
Cyber Insurance in the background chapter of the thesis will focus on selected aspects that
highlight including the fundamental challenges of insurability of cyber risk, the typical
cyber risk assessment methods and their shortcomings and finally, a formalisation of the
cyber insurance model for self-protection in the form of an economic model is to be
presented.
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2.2.1 Cyber Insurance Market

In a Chicago Fed Letter, [33] Granato and Polacek briefly summarise the history of cyber
insurance, which is typically traced back to 1997. In that year, AIG (American Interna-
tional Group) introduced the first internet security liability policy. During the early days
of cyber insurance, the policies catered more to IT providers rather than to companies
consuming such services [33].

Looking specifically at the size of the cyber insurance market, KPMG [45] predicted the
volume of annual premiums to rise from US $2.5bn in 2015 to US $7.5bn by 2020 and
eventually reaching US $20 bn in premiums by 2025, which is an estimate shared by
MunichRe [46]. The KPMG [45] research also posits that the size of the market for all
types of cyber offerings (including both transfer and mitigation) was around $100bn (the
topic of the importance of mitigation in cyber insurance products will be discussed in
detail in a further section). Finally, for comparison, in a more recent publication by the
insurer AmTrust [47] projects the continuation of the growth of the market from $7.8
billion (in 2020) to $20.4 billion by 2025, translating to an expected annualised growth
rate of 21.2%. To provide some context for these numbers, the cyber insurance market
still constitutes less than 1% of the overall insurance market, but is growing at a rate that
is multiple that of the 4-5% growth rate of P&C (property and casulalty) [48].

Marsh highlights in that the cyber insurance market is also growing largely due to premium
increases, even as clients try to mitigate these by increasing their retention (deductibles)
[49]. Cyber insurance pricing, according to [49] increased an annual rate of 96%, year-
over-year (specifically 130% in the US and 92% in the UK), with a whopping 40% increase
attributed to the third quarter of 2021. The expectation of both the industry and academia
that this would happen has been documented in the preceding master project [12]. To
make matters even more complicated, Financial Times reported at the beginning of 2022
[19] that some insurance companies stopped underwriting cyber insurance altogether in
2021, further lowering the available capacity and leading to an increase in prices. As
mentioned in the preceding section on cyber risk, the change in the dynamics of the
industry has been often explained by the recent increase if remote work, resulting in an
explosion of threats from ransomware attacks, phishing etc. [50] and [44]. Evidenced by
these massive increases and retreats from the market, it is clear that the assessments of
cyber insurance companies systematically underestimated the involved risks and that there
is imminent research need to develop new methods and models, should cyber insurance
remain sustainable. This has also been a focus topic of a multitude of international
organisations, such as the OECD [32], EIOPA [34], or the US Federal Reserve [33].

2.2.2 Overview of Cyber Insurance

A formalisation (see Figure 2.3 of the cyber insurance market can be found in the foun-
dational paper by [23]. Boehme at al. use five components to characterise the market:
the networked environment, demand side, supply side (as depicted in 2.3, information
structure, and organizational environment. The fundamental dynamics of interdependent
security and correlated risk and correlated risk are also integrated into the framework.
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This model has served as a basis for a number of works that followed, such as [18] and is
the most cited and influential paper in the cyber insurance space identified.

Figure 2.3: Unified Cyber Insurance Framework [23]

Another overview of cyber insurance is offered by the framework constructed in a preceding
master project [12] that consists of the three pillars (market model, premium pillar and
environment) depicted in 2.4. It is impossible to cover all of the elements in the scope of
the thesis, so the following paragraph points out some of the fundamentals.

Figure 2.4: Cyber Insurance Framework [12])

Themarket model pillar is divided up to the business model and risk model. It also covers
the fundamental challenges (incl. insurability criteria) and economic aspects. The ones
relevant for this thesis are presented in the Subsection 2.2.3 on fundamental challenges.
Organisational perspective that includes the actors in the market is covered there as well.
A summary is presented in the form of an ER-Diagram in Figure 2.5. Last aspect to point
out is security standards applied in cyber insurance, which are presented in the context
of risk assessment later in this chapter.

Moving on to the premium pillar, it can be summarised that cyber-insurance contract
typically includes coverage, declarations, exclusions, and terms & conditions. Coverage
can be categorised as follows [51]:
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1. First party coverage (examples of which include Data Compromise Response, Iden-
tity Recovery, Computer Attack, or Cyber Extortion)

2. Third party coverage (examples of which include Data Compromise, Network Secu-
rity, or Electronic Media)

Typical exclusions from coverage often include: Fines, Injury, War, and Terrorism [51],
but might also be related to insufficient security practices, or negligence. However, it is
critical to point out that cyber insurance contracts are highly heterogeneous and only
limited generalisations can be made. This is further made more complicated by the fact
that insurers heavily leverage exclusions [51]. Another element of the premium pillar is
the premium calculation, which also encompasses risk assessment and will be presented
in that context later in this chapter.

Finally, the environment pillar takes into consideration the regulatory and legal aspects as
well as other external influences such as interactions with cyber security service providers
and innovation. Again, the aspect of regulation is discussed in the context of risk assess-
ment later in this chapter.

2.2.3 Fundamental Challenges of Cyber Insurance

The insurability of cyber risk has been the subject of a number of publications [18]. While
there are many challenges, which are outlined in the Table 2.6 below constructed by [13]
based on [52], the overall consensus of the research is that cyber risk is generally insurable,
but cyber insurers need to work on addressing the issues systematically.

[13] highlight the following main difficulties - 1) randomness of loss occurrence, 2) informa-
tion asymmetries, and 3) cover limits. Out of these three, this thesis aims to address, most
importantly the challenge of information asymmetries by the means of process mining.
This is in line with [13], who poses that there is a “need for discovering approaches that
can reduce the substantial information asymmetry present with cyber risk”. An additional
and somewhat overlapping view is offered by [24].There, Gordon provides a framework
for integrating cyber insurance to the cyber risk strategy of risk managers and points out
the following three key challenges: pricing, adverse selection and moral hazard. Adverse
selection refers to the notion that companies with public knowledge of their actual cyber
security posture might be more likely to procure cyber insurance if they have a negative
private assessment of said posture. Moral hazard might come into play when a cyber
insurance coverage may cause the insured to reduce their investment in self-protection
(formalisation will be provided in a later section of this chapter). Finally, the pricing
issue is predicated on the fact that available actuarial information is still limited and hard
to apply [13].

A systematic review of challenges of the cyber insurance market is provided in [53]. This
thesis will discuss risk assessment in detail detail and an overview will be provided of the
other aspects. The following list will rely on the structure provided by [53] to point out
the ones with relevance for the later parts of the thesis. The selected challenges with
relevance for this thesis can be grouped to the following high-level categories:
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Figure 2.5: Simplified ER-diagram of actors in the CI market [12]
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Figure 2.6: Fundamental insurability criteria for cyber insurance by [52]

1. Challenges relating to organization eligibility for a cyber insurance coverage

(a) Risk assessment method

A proposal of a novel risk assessment method in the context of cyber insurance
is the central focus of this thesis. It aims to address the challenge that in order
to decide on the eligibility of an organisation for cyber insurance coverage, one
has to select an appropriate method for assessing the risk of the organization
[53]. Different trade-offs are connected to each of the available methods. Some
methods are simple and inexpensive, such as automated evaluation of question-
naire responses. Other are more thorough but more subjective and hindered by
information asymmetries (underwriting meetings). It is also not given that the
best risk assessment method would always be most detailed one. Cost aspects
need to be considered as well and extensive security audits can not be applied
in each case selection of the right risk assessment method therefore needs to be
well thought-out for different scenarios and company sizes [53]. An overview
of the cyber risk assessment methods available by [18] can be found in Figure
2.7 below.
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Figure 2.7: Typical cyber risk assessment methods by [18]

These methods are then often applied evaluate the cyber risk posture of a
given organisation against different frameworks that outline sets of practices to
follow. [18] (this is either explicit. i.e. prospective insureds are asked to provide
confirmation of compliance, or implicit, meaning that criteria in underwriting
manuals can be traced back to one or more of the available frameworks) Some
of the most-widely applied ones across industries include NIST [2], CIS [3], or
ISO 27001 [54]. Because certain cyber insurance policies also cover regulatory
fines resulting from cyber incidents, cyber insurers often also focus [51] on
checking compliance with different regulatory and compliance guidelines that
are industry-specific such as HIPAA in healthcare [55], PCI in the case of
payment processors [56]. Other guidelines might be relevant for specific regions
only, such as the Sarbanes-Oxley Act (SOX) [57] outlining requirements for
financial reporting, California Consumer Privacy Act (CCPA) [58], or GDPR
in Europe [5].

From the perspective of the master project [12], it can be pointed out that for
small and medium sized enterprises, insurers report tend to use questionnaire
data (typically containing no more than 10 questions) and focus on funda-
mental metrics such as company size, revenue, claims history etc. These are
then used as input to models that output the premium (presented in the pre-
mium calculation section below). A sample of a cyber insurance application
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questionnaire is depicted in Figure 2.8.

Figure 2.8: Questionnaire sample( [59]

For large enterprises, where the potential risk is multiple orders of magnitudes
larger, underwriters typically organise underwriting meetings [60], conduct in-
terviews (focusing on cyber insurance practices as well) and even on-site visits.
In any case underwriting discretion is employed based on past experience in
a given region [12]. This further contributes to large differences in premium
levels offered by different insurers.

A deeper systematic investigation of the actual cyber insurance underwriting
process can be found in [51]. Romanovsky et. al. analyse the contents of a
number of actual cyber insurance policies from regulatory filings in the NAIC
SERFF database [61] (that include the text of the policy, application ques-
tionnaires, and rate schedules) with the goal to map what information cyber
insurers request from their customers and what methods are used to assess risk
and price policies in the context of the underwriting process. One of the key
outtakes of the paper is that there certain patterns can be identified, such as
the usage of either flat rate pricing, or of base rates with modifications for cal-
culations. It is also pointed out that pricing considering information security
posture is in its infancy and not yet widely applied. [51] makes it clear that
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risk assessment and premium determination are surrounded by a high level of
uncertainty and can not be considered mature.

However, some efforts to innovate the cyber risk assessment process in the
cyber insurance context can be identified. For example, Boehme et al. [62]
provides a list of alternative data (such as including log data, data from hon-
eypots, proprietary threat intelligence data) that might be leveraged in cyber
risk assessment. No details on actual usage or adoption is provided though.
Another example of alternative approaches towards cyber risk assessment in
insurance is “CyberMatics” [63]. The insurance company AIG works together
with with security service and software providers in order to offer enhanced risk
assessment for prospective clients. Unfortunately, there are not many details
available on the inner workings of the process. According to the available fact-
sheet [63], cyber security providers such as CrowdStrike

”
or Darktrace conduct

different analyses based on data from the prospective insured and then deliver
security recommendations. The prospects do not need to disclose detailed in-
formation to the cyber insurance company, rather only data relevant for cyber
insurance application is provided by the partner security provider. AIG in turn
updates the cyber maturity profile of the company and calculates risk scores.
The trend of offering risk mitigation integrated with a cyber insurance offering
can be clearly identified in such setup. Finally, a number of vendors focusing
on providing cyber risk assessments as a service are available on the market,
including BitSight [64], RMS [65] and Advisen [66]. The master project, how-
ever, could not identify that such assessments would be widely relied on [12].
No commercial solution focusing on process mining methods with application
in cyber insurance was identified.

(b) Limited historical data Cyber risks evolve constantly and compared to other
types of insurance (such as life or health) only limited data that can be used for
loss models is available. Even if data becomes available, the nature of relevant
risks might change dramatically in short periods of time. One example for this
is the enormous rise in ransomware attacks in recent years. So-called zero-
day attacks make it even more difficult to conduct risk assessments on past
experiences and data. Furthermore, the incentives to share data, or even to
report are weak and in some cases negative. However, there have been notable
developments in this area, such as initiatives by the industry sharing at least
some of their available data (such as the Cyber Index by Chubb [67]. Different
regulations have also been introduced in certain jurisdictions mandating breach
reporting (for example [68]).

2. Challenges relating to insurance contract design

(a) Standardization

Contracts are highly heterogeneous in regards to coverage, limits and exclu-
sions. Both regulators and industry group call for a higher degree of standard-
isation (see e.g. [32]). However, it can be argued that there are also other
factors at play; more standardisation might lead to reduced opportunities for
brokers, who play a vital role in the market (see Figure 2.5).
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(b) Terms and conditions For insured parties, legal aspects of the policy such
as terms, conditions and notably exclusions are of utmost importance (see
Figure 2.4). While insurers take advantage of these contractual mechanisms
to exclude certain losses (such as those caused by nation-state attacks, see e.g.
the NotPetya case [69]), they must also design policies in such a way that they
are still understandable and commercially attractive to the demand side. The
same is true in regards to conditioning coverage based on some information-
security related criteria. I.e. while some standards are certainly desirable,
the applicable standards must also be general enough to be achievable by the
insured.

(c) Modeling cyber losses Creating risk models to predict losses for a portfolio is
complex and error-prone due to the evolving nature and number of different
types of possible claims. Modelling is necessary for setting base rates, limits
and exclusions. Please note that actuarial modelling as such is not in focus
of this thesis, which focuses on risk assessment at the level of an individual
organisation. However, there might be potential to leverage aggregate process
data from a portfolio of insureds for the purposes of actuarial modelling. Other
researchers, such as [70], [71] and [62] have investigated different modeling
approaches to cyber insurance at great depth.

(d) Coverage Is related to the difficulty of creating loss models and challenges
related to risk assessment. On one hand, insurability criteria [13] have to be
met for each coverage component, on the other hand, the overall product still
needs to be attractive to be insured.

(e) Determine premium rates

Determining premiums has been one of the problems that we mapped in depth
in the Cyber Insurance Framework [12], for a summary what a typical premium
determination process might look like, please refer to the Table 2.1 below.

Steps in a typical premium calculation
1. Input customer annual revenue
2. Determine overall risk group (0-6)
3. Select applicable coverage
4. Select applicable base rate
5. Select applicable retention
6. Select applicable limits and sub-limits
7. (Optional) Determine business interruption deductible hours
8. Adjust relevant limit modifiers
9. Coverage specific confidence factors
10. Enterprise specific confidence factors
11. Annual premium (business interruption)

Table 2.1: Premium Calculation process, Example of Cyber-Related Business Interruption
mapped in [12]

It also has to be noted that the performance of a given insurance company is
typically measured by the following ratios, which need to be kept as low as
possible for the product to be profitable [72].
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1) Loss Ratio (LR) [72]

LR = Losses an insurer incurs due to paid claims
Premium earned

2) Benefits-Expense Ratio (BER) [72]

BER = Expenses for acquiring, underwriting, and servicing a policy over the net charged premium
Premium earned

3) Combined ratio (CR) [72]

CR = Paid claims + Expenses
Premium earned

As [73] loss ratios in cyber insurance have been at record highs in 2020, fur-
ther underlining the need for sound decisions on premiums and enhanced risk
assessments.

3. Challenges once a cyber insurance contract is in place

(a) Insured self-reporting Self-reporting opens the way to moral hazard and the
insured has an incentive to potentially downplay risks in order to get eligibility
for coverage and/or lower premiums [18, 53].

(b) External security audit Related to the previous points, regular security audits
are required in order to mitigate the risk of moral hazard and adverse selection
predicated by self-reporting [18, 53].

(c) Lower investments in security The final challenge will be the focus of the
following section containing the formalisation of the problem. Cyber insurance
policies need to designed in such a way that they do not negatively impact the
incentive for investment in self-protection [21, 53]

2.2.4 Economic Model for Cyber Insurance by Lelarge & Bolot and the
Balance Between Self-Protection and Risk Transfer

As previously outlined, there are four fundamental ways to react o to risk as posed by
[21]: 1) avoid the risk, 2) retain the risk, 3) self-protect and mitigate the risk, and 4)
transfer the risk. Cyber Insurance can be clearly categorised as, first of all, a risk transfer
mechanism [74] and while this thesis focuses, in line with that, on observing cyber in-
surance as such, it will, in line with [21], consider the mechanisms by which is can drive
the mitigation of risk as well with different incentives Research so far [21], indicates that
certain conditions must be in place for the risk transfer mechanism to work in a reliable
way that accounts for incentive structures (rules must be in place as well as mechanisms
for premium differentiation). Specifically:

1. Premium is tied to the amount of self-protection

2. Insurer must audit the practices that the insured employs and the level of
self-protection must be assessed

Please note the difference between self-insurance (which reduces loss size l, e.g. over-
provisioning, DDoS mitigation, PR firms) and self-protection (which reduces loss proba-
bility p, e.g. intrusion detection systems, insider threat detection) in the cyber security
context [21]. Premium differentiation (and possibly discrimination as will be discussed
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later) can mitigate these misalignments of incentives formalised using utility models in
[21] . In [75] as cited in [21].

Premium differentiation considering self-protection can be formalised as follows [21] .

φ[S] = p−l

φ[S] in this case refers to the (lower) fair premium offered to the self-protected agent.

φ[N ] = p+l

While φ[N ] is offered to agents without self-protection.

[21] show that premium differentiation might not be enough in many cases and premium
discrimination might need to be employed. I.e., contracts might need to be designed in
such a way that further premium rebates/loading are offered to different categories of
agents seeking protection. Formally, this can be expressed in the following way.

For agents with insufficient self-protection, the offered premium is denoted as φ[N ] + γ .
For agents with self-protection: φ[S]−γ, , where the addition of γ ≥ 0 denotes a premium
loading and subtracting of γ > 0 refers to premium discount [21] .

While these considerations are rather intuitive, I believe them to be important for the
thesis as they formalise the fundamental idea behind advanced risk assessment methods
for cyber insurance. Other dynamics that add to the complexity of economic models for
CI also been considered in such models (such as interdependent security, or mandatory
insurance), but these will not be covered in this chapter. Finally, I want to point out
that the literature on the economic models such as the paper by [21] mentioned above
as well as [76], call for further development of metrics and techniques for quantifying the
level of protection of assessed organisations and for enhancements of techniques aimed
at estimating and quantifying potential losses. While my thesis focuses predominantly
on the first research need, [4] are concerned with the economic considerations around
cyber security and develop guidance to estimate the economic impacts of (lacking) cyber
security. It is highlighted there that different categories of cyber security costs should
be considered including the Threat Exposure Cost (TEC), Proactive Mitigation Cost
(PMC) and Reactive Mitigation Cost (RMC). Failing to consider these costs might lead
to systematic under-investment ii self-protection

2.2.5 Other Research on Cyber Risk Assessment and Cyber Insurance
at the CSG

Other researchers at the Communication Systems Group (CSG) have also focused on
cyber risk assessment (see the Premium Pillar in the framework in [12]. For example, a
closely related master thesis [17] focused on exploring the applicability of different machine
learning methods in the context of cyber risk assessment and proposed the SecRiskAI
solution. The developed SecRiskAI solution provides the ability to assess the risk of
being targeted by external cyber attacks. The thesis at hand - MeritMiner4CI focuses,
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in a complementary way, on the perspective of internal processes that are relevant for
risk assessments. While profiles of the companies at risk is taken into consideration in
[17] (e.g. based on industry, revenue, number of employees), [17] points out that future
work should focus more on investigating more specific risk factors - which is a step in the
approach proposed in my thesis.

Figure 2.9: Overview of SecRiskAI [17]

Moving on from the research at the CSG focusing on cyber risk assessment, there is also
work available by the group on the topic of risk mitigation (see the “Security Standards”
and s“External Malicious Attacks” elements in [12]). In [77], the authors focus on decision
support for security management by developing MENTOR, a recommender system for
security services, which has also been integrated with the aforementioned SecRiskAI in
[17]. It is important to point out also the relevance of research on risk mitigation in the
cyber insurance context and MENTOR is one example of such approaches. Finally, there
has also been specific focus in the CSG group on innovation in the cyber insurance domain.
For example, [78] proposed SaCI, which enables to translate relevant information (such as
coverage, company security metrics) from cyber insurance contracts to Smart Contracts
running on the Blockchain in order to streamline (by the means of increased automation
and transparency) the cyber insurance process across the life-cycle of the contract.

2.3 Process Mining

At the highest level, the fundamental idea behind process mining is rather simple - it refers
to the analysis of behavior based on event data [79]. The focus of process mining lays on
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business processes which Aguilar & Saven define as a“the combination of a set of activities
within an enterprise with a structure describing their logical order and dependence whose
objective is to produce a desired result”. [80].

As depicted in Figure 2.10 below, Aalst [79] positions Process Mining as the “bridge”
between data and process sciences. The argument behind that is that process sciences
tend to be “naively” model-driven in that the models they are concerned with are not
confronted with data about real behavior, whereas data science typically does not consider
the process perspective. Process mining enhances the combines these perspectives [81].
Process mining can be therefore seen as complementary to the more general fields such as
business intelligence (supported by solutions from vendors like Tableau, Microsoft, SAP or
Oracle), data mining and machine learning in that it adds the process perspective (i.e. the
perspective of observing the sequences of activities meant to address some organisational
goal that typically involves both people and information systems) to these domains that
are otherwise data-centric [79]. In that context, the importance of process mining has been
further driven by the proliferation [79] of Process-Aware Information Systems (PAIS)
[82] in the recent decades. Examples of PAISs include workflow management systems,
customer relationship management systems, or ERP systems [79]. Process mining is
especially fit to analyse the behavior extracted from such systems and also to challenge
the models on which such systems are based in order to drive their further development
and configuration with the goal to increase the performance of the processes such systems
support [83].

Figure 2.10: Contextualisation of Process Mining [81]

The aforementioned process perspective is arrived at by relating event data about observed
behavior to process models, that might be in the form of Petri nets or BPMN models that
can be wither discovered [79] using algorithms that are presented in a later section, or
constructed manually. In doing that, process mining can analyse processes in a given
organisation either from the perspective of process performance, or process conformance.
[79] Both of these perspectives will be considered for cyber insurance applications and
reflected in the choice of case studies.
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2.3.1 Role of Process Models

In order to understand process mining, the notion of business models must be briefly
introduced. Process models play an important role, especially in larger organizations and
are typically used for one or more of the following reasons: insight, discussion, documen-
tation, verification, performance analysis, animation, or configuration. Such models can
be either (1) informal models (such as policies, verbal descriptions, documentation etc.),
(2) formal models that typically describe processes in terms of activities, whose ordering
describes causal dependencies, (and possibly sub-processes). Formal models take advan-
tage of modelling standards such as BPMN (an example of which is depicted in Figure
2.11), UML, and EPC [79]. Different perspectives can be reflected in formal models - most
prominently the control-flow perspective, but also the organisational, data and temporal
perspectives.

Figure 2.11: Example of a Process Model of a Loan Application from [84]

As [79] points out, the main difficulty in regards to effectively using process models is
that they are often disconnected from reality. By defining, process models need to apply
some level of abstraction in order to describe complex behavior. Unfortunately, this often
results in process models being idealised versions [79] of how the actual processes that
they are meant to describe are executed in reality. If no attention is given to minimising
this gap, the organisation would not be able to trust the process models, or use them for
the analysis of the actual behavior in the organisation. And this is exactly one of the main
reasons why process mining has enjoyed increased popularity for the following reasons.
Analysing business processes is critical for decision makers in organisation, but the value
of relying on models only is limited and as the available event data from transnational
systems grows exponentially[79], relating these two perspective becomes an attractive
proposition. Process Mining refers to the set of techniques that aim to achieve precisely
that by discovering actual processes, comparing them to process models and supporting
their enhancement [79].
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2.3.2 Process Perspective in Security: A Brief Excursion

Before moving on to discuss process mining in more details, in the following section,
my aim is to outline how the aforementioned notion of managing business processes and
analysing process models is relevant in the context of cyber security. The following para-
graph outlines a number of works that argued for applying the business process perspective
in that domain.

In [85], the authors advocate for the business process perspective in security engineering.
They posit that understanding the nature of the organization is growing in importance
compared to focus on technology. Business modelling is important in that regard, because
it captures interacting behavior among humans and other agents within an organization
(with or without the involvement of technology) and most security threats originate at the
level of these interactions. Finally, it is pointed out that the level of business process ([86]
in [85]) is an appropriate level at which users can express their security needs and where
they feel ’most comfortable’. In order to support this notion, the authors propose the
establishment of a business process-driven software development framework integrating
security requirements. [87] focus on the security of business processes which they examine
from five different perspectives depicted in Figure 2.12 from [88].

Figure 2.12: Different Perspectives Reflected in Business Process Definitions [88]

Then, [87] proposes the framework shown in Table 2.2 that is structured in three layers
and is designed to support the analysis, modeling, and implementation of the security and
integrity requirements of business processes.

Layer Description of content Representation method Supporting method

Layer 3
High-level specifications of
security requirements of business processes

Graphical

Analyzing methodology
and a set of graphical concepts for security semantics

Repository of case studies

Layer 2
Detailed specifications
of security requirements

Intermediate language
Repository of information on how basic building
blocks can be determined from security requirements

layer 3
Security hardware and
security software building blocks

Program
Program modules
Hardware

Repository of hardware and software building blocks
(e.g. crypto-library, security APIs, security dongle, etc.)

Table 2.2: Three-Layered Architecture for Process Security Specification According to
[87], based on [88]
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[89] argue that it is important that both security and business domain experts are able
to define their security goals on a common abstract level - at the level of a business pro-
cess model that can be in turn expressed as service-oriented-architecture. An approach
to express security goals at the business process level is also presented. Finally, [90] ac-
knowledge that security per-se does not generate business value, but rather an appropriate
investment in security reduces the expected loss of business value. Based on that, it is
argued that making a connection between security and underlying connection with busi-
ness processes provides a basis for the cost-benefit valuation of security. To that end,
the paper proposes the “IT-Security Valuation Framework” for the valuation of security
measures based on the external value of core business processes. As an example, impact
of a security violation can be calculated by simulating a business process modelled using
standard approaches and taking into consideration metrics such as a loss of profit resulting
from the stop of a business process for a given time, as well as the related employee costs
considered in the simulation.

Summarising the aforementioned works, it is clear that the business process perspective
(and security at the business process layer of cyber security) is relevant in the security
context and one of the interesting question, that the section on process mining in this
thesis explores a, given that finding, is what role process mining can play in that domain.

2.3.3 Process Mining Market

The relevance of process mining has been growing in recent years, according to the Harvard
Business Review [1] the market for process mining solutions grew from $110 million in
2018 to $320 million in 2019. Two additional examples that illustrate the growing interest
in process mining are that (1) the process mining vendor Celonis is currently the highest
valued startup company in Germany, according to Pitch Book [91] and (2) many big-
tech companies are recognising the importance of process mining by entering the market,
typically via acquisitions. For example, the German software company SAP acquired the
business process intelligence company Signavio in 2021 [92] and the RPA company UI
Path acquired the Process Gold, another process mining vendor [93]

From the perspective of applications, process mining has been proven to work in a num-
ber of different domains [94]. From the perspective of general applications, operational
excellence initiatives are one of the most typical use-cases. Typically, organisations across
industries [95] ranging from healthcare, logistics, financial services to manufacturing (see
Figure 2.13 ) are interested in analysing one or more of their business-critical processes
and in uncovering some type of process improvement potential. Such processes can include
Order-to-Cash, Procure-to-Pay, or Incident-to-Resolution processes [95].
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Figure 2.13: Publications in the process mining domain grouped by domains, collected by
[95])

As you can see in Figure 2.13, security and auditing domain are also a prominent appli-
cation of process mining method, some of the relevant publications in that area will be
the subject of the Chapter 3.

2.3.4 Fundamental Methods of Process Mining

Now that the notion of business process models (with added focus on security) as well as
process mining including it’s business value and applications have been introduced, the
following section will focus on a brief introduction to process mining methods as reflected
in Figure 2.14 [14].

Figure 2.14: Overview of process mining and three main types of process mining [14]
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The prerequisite for the application of process mining methods (as illustrated in the Fig-
ure 2.15 below) is an event log with (at least) the following data available: Timestamp,
Activity and case ID. In addition to that, the event log can also include (or be enhanced
with) data on attributes that can be used for filtering purposes (such as employees ex-
ecution activities, costs related to an activity, organisational units etc.). Attributes can
either relate to the case (case-level attributes), or to events associated with a given case
(event-level attributes) [14]. It is also crucial to explicitly point out the, somewhat ob-
vious, limitation that behavior that leaves no electronic trace (no event log is available)
would not be detectable by process mining. This might be the case, for example, for
certain types of physical security breaches, or for certain types of fraud. Indeed, this is
true for any other analytical method relying on data from information systems [96]. The
generation of an event log depends on the source system. Typically, the source data needs
to be transformed in some way to arrive at the event log in the required structure. For
some of the more standard enterprise systems, templated transformation scripts are often
available, but the task can also be conducted manually by the means of, e.g., custom ETL
(extract, transform, load) pipelines that can ensure that the process mining system can
conduct analyses on the source data [97]

Figure 2.15: Example event log [95]

Process Discovery

Process discovery can be considered as the central process mining method [14]. Where
previously the manual creation of process models was necessary, process discovery enables
process models in different notations, such as BPMN, process maps, or Petri nets [98] to
be discovered from the event log. The goal of process discovery is to discover models that
are fit for given purpose, which can be measured by the following criteria [84]: fitness,
precision, generalisation and simplicity. The criteria are competing. For example if a
model is too general, it might suffer from “underfitting” (allowing for more behavior than
in the observed log). On the other hand, too precise models lead to “overfitting” [99].

Many different algorithms have been developed in the last decades that have different
focuses and different advantages and disadvantages, An overview can be found in Figure
2.16. Comparative studies on process mining algorithms are available, e.g., in [100],
therefore this section does not aim to discuss them in detail.
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Figure 2.16: Overview and history of process discovery algorithms [95]

For the purposes of this thesis the algorithms alpha miner, inductive miner and heuristic
miner are considered, as they have corresponding implementations in the PM4Py [98]
library used for the implementation of the approach. The alpha algorithm (formalisation
can be found in [14]), can be used to illustrate the idea of process discovery in a simple
way, but it does not does not take frequency of traces into account and also provides no
soundness guarantee, it can also have issues with loops [14]. In contrast to the Alpha
algorithm, the heuristic miner takes into account the frequency of events and sequences
and also provides additional parameters which can be used for filtering of infrequent
traces [79], which is often useful for large data-sets with noise. Finally, the inductive
miner provides fitness and soundness guarantee [98] and is widely used in commercial
process mining tools.
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Conformance and Compliance Checking

Process mining often serves as the bridge between the processes defined as per policies or
regulatory standards and the actual process executions. The approach of relating an event
log to either some set of declarative rules, or a process model can be summarised under
the term ’“conformance checking” mapped by [14]. Figure 2.17 provides an overview of
conformance checking methods that can be grouped into three main categories.

Figure 2.17: Overview of conformance checking approaches [84]

Next, a brief overview and finally a comparison of these three main approaches is provided.

1. Rule checking Checking whether the traces of the event log satisfy declarative
rules (that are derived from and that capture the behaviour defined by a model)
represents the simplest form of conformance checking. These rules might include
cardinality rules, precedence and response rules ,ordering rules and exclusiveness
rules [84]. These rules can, in practice, be formalised based on linear temporal logic
(LTL) [84] and checked automatically. However, certain rules can be also simply
checked just by the visual analysis of the discovered process. The example in 2.18
illustrates this idea by showing how which traces satisfy a defined cardinality rule.

Figure 2.18: Example of checking traces in the log denoted by Tn against a cardinality
rule derived from a process model, violations are denoted by X [84])
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2. Token-based replay

Rule checking might provide only a limited conformance feedback and might be
hard to implement for large sets of rules. [84]. Replay of the traces of an event log
in the process model is the foundational idea behind token-based replay. The goal
is to identify whether and to what extent a trace of the event log corresponds to
some sequence foreseen the model[14]). We therefore replay each trace in the model
(so-called Petri nets are used in token based replay [98]) event by event and check in
each step of the replay whether the current state of the model fulfils the conditions
for the execution of the the corresponding task. The conformance feedback of token
based replay consist of fitness measure either at a local level (trace), or at a global
level (log) [84]

3. Alignments Alignments [101] are typically considered the most mature of the three
conformance checking methods presented [84].

To briefly illustrate the idea of alignments, please consider the following trace in an event
log

T1 = ⟨As,Aa, Sso,Ro,Ao,Aaa,Aaa⟩

And an execution sequence in a model

E1 = ⟨As,Aa, Sso,Ro, Fa,Ao,Aaa,Af⟩

Then, one of the possible alignments is given as follows:

Figure 2.19: Example alignment of log trace T1 against an execution sequence in the
process model E1 [84])

The example alignment in Figure 2.19 comprises of the following:

• Six synchronous moves

• One log move, denoted as (Aaa, ≫)

• Two model moves, denoted as (≫, Fa) and (≫, Af).

When checking conformance using the alignment method, cost is assigned to each move.
The optimal alignment then aims to minimize the total cost of moves [84] If the alignment
of a trace contains synchronous moves only, it can be seen as a valid execution sequence
of the model [84]. From the perspective of global conformance measures [84], if the same
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is true for all traces in the event log, it can be concluded that the log fits the model and
the actual behavior can be well-explained by said model.

For a summary of when each conformance checking method might be applicable, please
refer to Table 2.3 that is provided below. It can be concluded that the three conformance
checking methods are complementary and each might be suitable for different scenarios.

Method Advantages Disadvantages

Rule checking
Does not require complete model
Easy to implement with constraints
Suitable for lower number of rules

Not complete conformance check
Does not consider
Becomes complex and hard to interpret
if too many rules are applied

Token-based

Simple
Not computationally demanding
Allows basic diagnosis
Only for Petri nets

Events not in model can’t be considered
Not suitable for complex processes
Early deviations
might mask later deviations

Alignments

Severity of deviations configurable
High accuracy
Model independent
Configurable cost function
can assign cost to different violations

More computationally demanding

Table 2.3: Comparison of Conformance Checking Methods Based on [84] and [79]



Chapter 3

Related Work

In this chapter, the four main categories of related work investigated will be presented
and summarized. As the applications of process mining in cyber insurance have not yet
been researched, the review conducted will point to key areas that are overlapping, or
adjacent. - namely process mining in cyber security, in GRC, general insurance and in
the analysis of process performance.

This chapter is structured as follows. After providing a general introduction to anomaly
detection and a brief overview of log analysis in general, the first the research stream of
applying process mining to cyber security will be presented, followed by an overview of the
research on process mining in the areas summarised under the umbrella of the Governance,
Risk and Compliance (GRC ) that also encompasses the domains of Risk Management
and Audit. Next, in a brief section on security process performance analysis, I will point
out that anomaly detection is not the only area of applications of process mining in
cyber insurance. Given the criteria in underwriting manuals analysed for this thesis,
it is clear that the performance of security and compliance-related processes (such as
incident management, help-desk, or even general processes with regulatory or compliance
requirements) also needs to be taken into consideration and present selected works in
that area. Finally, the so-far limited research on applications of process mining in the
insurance domain will be briefly reviewed.

3.1 Process Mining in Cyber Security and Software Relia-

bility analysis

Before focusing on the applications of process-mining methods in cyber security, this sec-
tion provides a brief overview of general methods of log analysis, which has been a method
well-known in the domain of cyber security. [102] conducted a literature review of avail-
able research on vulnerability and security log analysis. Their review points out that
protection against external threats is typically the focus of cyber security research, while
internal threats and intrusion detection get relatively less attention. This is in line with
the statistics I pointed out from [13] that evidence the importance of analysing actions

31
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of employees and internal processes. Log analysis is one of the most promising methods
to do that, especially because it offers potential for critical automation as systems grow
exponentially together with the number of highly qualified experts required to detect and
analyse anomalies. [102] then points out the two general categories for intrusion detection
identified across current research: signature-based detection and aanomaly-based detec-
tion. Signature-based detection relies on rules as input to determine when to flag which
patterns of a log. Such rules can be based on past experience. The simplicity of these
methods makes them an attractive choice, but they might fall short when detecting novel
(zero-day) attacks is required. On the other hand, anomaly-based detection compares
logged behavior to other logs in the same stream in order to detect anomalies. The typi-
cal shortcoming anomaly-based detection methods of false-positives, while the advantage
is that some intrusions that rule-based methods can not detect might be uncovered. Of-
ten, the desirable approach is some combination of both methods. Regarding the specific
methods employed, the traditional approach has been manual analysis. However, this
becomes increasingly more difficult given large amount of data coming from modern sys-
tems. [102] therefore points out machine learning, data mining, and text analysis as the
main strategies to automate the task. But those methods do not come without challenges.
Machine learning, for example, might suffer from performance issues making it difficult
to use for real-time applications. Multi-source log analysis, requiring federation and ETL
pipelines suffers from a similar issue. High false positive rates, as mentioned above as well
as inconsistent formatting of logs further complicate approaches such as clustering traces
to detect anomalies.

After having provided a brief overview of log analysis methods and their challenges (many
of which are applicable to process mining as well), I will focus specifically on process mining
methods in the following sections. As my literature review shows, the research interest
in the area has been significantly picking up, especially in the recent years. As I will
demonstrate, process mining methods provide analysts with the attractive proposition of
being well-suited especially (but not exclusively) for analysing the security posture at the
business layer of enterprise architectures, as depicted in Figure 3.1.

Figure 3.1: Layers of enterprise architectures according to [103]
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This thesis provides a systematic review conducted at the intersection of process mining
and cyber security as a first step. The first holistic one has been conducted in 2021 by
[94]. The authors of the systematic literature review divide the process mining use-cases
two the two categories (cyber security and reliability) and cluster the research directions
in these area to 9 research streams, as well outline the most relevant works. In the cyber
security category, the research streams include Security of Industrial Control, Security of
smartphones, Network traffic security, Web-application security, Attack inspection, Out-
lier behavior detection and Fraud detection. For the reliability category, streams of Quality
Assurance and Error detection are identified. Interestingly, [94] also introduce a number
of further criteria in their review of process mining research in the cyber security domain.
Namely, they include target period (past/past & present/present), PM type (referring to
one of the three fundamental process mining methods previously introduced in Chapter
2, expert knowledge (whether it is required for a given use-case) and approach to the
model analysis (automatic vs. manual). They then evaluate the published research in
scope of the review on these dimension. Another categorisation of the research at the
intersection of process mining and cyber security is provided by [104], who identifies 7
overall security categories to which process mining techniques have been applied. The
categorisation according to the systematic literature review by [104] include Conformance
checking, Anomaly Detection, Compliance Control, Fraud Detection, Risk Management
and Access Management. Apart from that, [104] also points to more holistic works that
he refers to as Systematic reviews.

The foundation for the applications of process mining in security can arguably be traced
back to [105]. Not only this work is widely cited, but it is also often seen as a starting
point for many of the works reviewed by this thesis. Specifically, [105] points out that also
the literature on security can be split to streams concerned with (i) computer security and
(ii) auditing (corresponding to the structure of this review) and while they are concerned
with different level of abstraction, that certain behavioral pattern found in audit logs can
point to security violations. Process mining is than established as a fitting method to
analyze these trails. In particular, α-algorithm is proposed there be applied to mine the
process perspective from and applications of it are discussed. The first one is based on the
saydetection of anomalous process executions in the mined workflow net based on“playing
the token game”, while the second focuses on the conformance checking by comparing new
audit trails to fragments of a previously discovered model. Based on the analysis, [105]
argue, that generally, traces in his analysis, that have trace fitness lower than 80% can
be considered anomalous. It is concluded that, the α-algorithm shows clear potential to
be applied for scenarios at different layers of security ranging from intrusion detection to
electronic fraud. The topic of process mining approaches for detecting security anomalies
in the security context has been further investigated by number of papers building on [105],
including [106] investigating anomalies in PAIS (process-aware information systems), [107]
that focuses the application of fuzzy association rules learning and process mining for
anomaly detection and [108] in which a general method (depicted in Figure 3.2 below)
for anomaly detection using process mining is presented. Especially the last work is
of high importance for this thesis as the proposed method is applicable across different
security and GRC scenarios and can to different extents be identified in many of the
papers reviewed further in this chapter.
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Figure 3.2: Approach to detect anomalies with process mining [108]

A deep-dive on selected applications of process mining in cyber security with specific
focus is provided in the rest of this section. Specific scenarios (e.g. ransomware, intrusion
detection, and authentication) and the methods that are relevant for the scope of this
thesis are pointed out.

In a paper concerned with ransomware, which is one of the key topics currently driving
pricing pressures in the cyber insurance market, the authors of [109] investigate a method
to detect ransomware by combining process mining discovery algorithms (in this specific
case the implementation of fuzzy miner in the Disco process mining solution) with classi-
fication algorithms such as j48, logistic regression and random forest that were applied to
features extracted from the discovery-generated model. While acknowledging that there
are many different approaches how ransomware can be detected and distinguished from
benign software, the authors conclude that process mining can be suitable to detect ran-
somware and is useful addition to the methodological toolbox cyber security analysts.
Based on analysis of event logs of both benign software behavior and those of 21 different
ransomware families collected synthetically on a virtual machine (Windows platform), the
authors claim to have achieved a 95% accuracy in detecting ransomware. Finally, they
argue that the method is capable of quick detection to the extent that ransomware can
be detected before files can be encrypted and the system locked.

In the intrusion detection category, multiple works are available proposing approaches to
apply process mining to monitor and analyze the processes and events occurring in infor-
mation systems in order to identify intrusions. For example, [110] advocates for real-time
process mining analyses based on discovery and conformance checking methods . While
the paper does not provide a detailed proposal for the implementation of such mechanism,
the authors suggest that intrusion detection systems based on process mining techniques
could be incorporated in both network-based and host-based intrusion detection systems.
The main reasons for that is (i) the potential for performance improvements compared
to more general data mining techniques, possibly allowing for real-time monitoring, (ii)
The incorporating of delta analyses (with conformance checking) comparing the defined
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process and the actual behavior in the systems, and (iii) the perspective of how data
moves from one point to another and whom it is handled by.

Another contribution related to exploring the potential of PM in intrusion detection,
focusing on smart metering of critical infrastructures (on the example of smart grids) can
be found in [111]. This industry paper is one of key importance for cyber insurance as well,
due to potential for catastrophic scenarios due to the risk of a remote turnoff. Interestingly,
the paper also points out some of the shortcomings in the methods proposed elsewhere,
for example in the works reviewed above concerned with the control-flow perspective
[108, 106] and organizational perspective [112]. In summary, the authors point out that
anomalies observed previously likely do not correspond to real-life intrusion scenarios and
go on to propose methods based on simulations that also take the effects of an intrusion
into account based on process descriptions gathered from major energy providers which
were then modelled as attack-defence trees (example depicted in Figure 3.3). Suitability of
conformance checking is then evaluated for each modelled attack, concluding that process
mining can aid in detecting attacks on smart meters. However, for practical applications,
combining multiple perspectives (as was pointed out in 2 is required (e.g., control flow,
time and organizational perspectives).

Figure 3.3: Example Attack-Defence Tree Considering Conformance Checking constructed
by [111]

Process mining techniques have also been applied to authentication processes with the
goal of detecting malicious login events and extracting models of behavior of malicious
users. [113] first contextualises their proposed approach among the three main concepts of
the network security domain - prevention, detection and investigation. The authors argue
that most research focuses on the prevention (such as on Software Defined Networking
and Network Functions Visualisation) and on detection (e.g. on rule-based or signature
based detection, as well as diverse machine-learning techniques).
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In this context, according to [113], investigation techniques are not well-investigated due
to only limited log-data (with labelled attacks and alerts) available. Based on that, they
propose an investigation tool that first, using the α-algorithm, extracts process models
from business event logs consisting of a set of sequences of changes. Then they apply
conformance to detect issues. The paper concludes that the model constructed by the
proposed approach can be used for defending against malicious login events.

Hemmer et al. [114] tackles the major challenge of security management of increasingly
complex IoT (Internet-of-Things) systems and applications. The nature of IoT devices
that tend to be subject to resource constraints makes it difficult to deploy additional
mechanisms such as intrusion detection systems to IoT networks. For that reason, au-
thors propose a process mining approach that employs passive collection of data aims to
minimize overloads at the network and device level. The key contribution of the paper
is that a specific solution architecture is demonstrated and proof-of-concept evaluated,
consisting of three main blocks, which include pre-processing, model building block based
on process discovery (i.e., inductive miner), and misbehavior detection block. The last
one employing methods of conformance checking (with alignments) and relying on con-
formance metrics to detail whether the model generated in the second block can replay
a given trace or log. The authors argue that combining process mining with clustering
can be beneficial, based on results of experiments measuring attack detection performance
using industrial event logs.

Process mining techniques have also been applied in the domain of web application se-
curity. In [115], for example, the authors mined the logs of a production system based
on an Apache Tomcat web server and used conformance checking (with trace driven sim-
ulation measuring the fitness metric) to detect deviations of behavior observed in the
event log generated by fuzzy miner from the use-cases of the system modelled in Unified
Modeling Language (UML). While the authors also concede that some of the deviations
identified corresponded to conform use-cases that the UML model just did not consider,
other identified patterns strongly hinted at attacks. For example, Denial of Service at-
tacks attempts were identified, brute-force attacks to get passwords, as well as cross-site
scripting patterns.

Also, [116] investigated, at a high-level, the applicability of process mining in Intrusion
Detection Systems and highlighted the advantage of relative speed compared to other
methods falling under the umbrella of data mining that are also presented in an overview.
A brief comparison of process mining algorithms is presented. However, the paper ar-
guably does not go into much detail and no empirical evaluation backing up the reasoning
is offered.

3.2 Process Mining in GRC, Risk Management, and Audit

In comparison to the cyber security domain, based on the number of published research
works as well as the number of citations, the GRC, Risk Management, and Audit can
be considered more mature from the research perspective. In the following section, a
systematic literature review concerned with Process mining in GRC, Risk Management,
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and Audit will be presented followed by a selection of key papers with relevance for the
cyber insurance domain.

The most recent overview of the field is offered by [16], who considers 34 selected papers
on the application of process mining in GRC and auditing The types, areas, objectives
and frameworks are then mapped and their components classified according to the 6
common phases of process mining projects as outlined in the PM2 methodology [117],
depicted in the Figure 3.4, as components. Afterwards, 32 common sub-components
were identified across the selected papers. The components covered include Planning,
Extraction, Data Processing, Mining and Analysis, Evaluation and Process Improvement
and Support. Continuous auditing (with related automation) and algorithms specialised
for GRC use-cases are pointed out as research opportunities for the future. It is also
pointed out that multiple perspectives are important for GRC analysis and auditing (e.g.,
control-flow and time perspective). Financial domain auditing has also been identified
as the most often investigated domain (15 papers), followed by manufacturing (4 papers)
and finally insurance (2 papers).

Figure 3.4: PM2 : A Process Mining Project Methodology [117]

An overview of what value process mining can offer to auditing in general (i.e., not exclu-
sive to security auditing) is provided in [118]. The work maps process mining methods,
focusing on discovery and conformance checking, to different auditing challenges. Specif-
ically, the authors argue that using process mining, auditors don’t have to only rely on
samples of data and can instead observe all events in a given process to audit in a continu-
ous manner [119]. Increasingly more widely available eventlogs serve as a form of business
provenance. The paper also proposes an auditing framework based on process mining
highlighting how the capability of conformance checking fits well the need of auditors to
compare de jure models (as defined by law, policies etc.) with de facto models discovered
from actual process executions. LTL rule checking is also mentioned by van der Aalst
[118] as a possible mechanism to detect anomalies. Finally, limitations are discussed that
include the complexity of extracting data in a reliable manner, as well as the paradoxical
challenge that process mining techniques would typically lead to finding more exceptions
needing investigations, leading to an increased auditing effort. However, the number of
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recent accounting scandals are seen as a justification for improved, rigorous conformance
and compliance checking mechanisms.

Zerbino et al. [120] build on top a methodology of the auditing framework presented by
van der Aalst in [118] (see Figure 3.5 below). It was developed a process-mining method-
ology specifically for the audit of information systems (IS). They frame process mining
as a so-called Expert System (ES) engine that can “extract the actual business rules of
the IS and contrast them with rules set out by decision makers”. They then contextualise
such process mining engine among Computer-Assisted Audit Tools (CAAT ) and Tech-
niques and ESs used for audit and highlight different advantages and disadvantages of
each category. However, the main contribution that is highly relevant for the thesis at
hand, is their proposal of a process-mining-based IS auditing framework consisting of 5
stages: Justification and planning, Data Extraction, Control-Flow model construction,
Model enrichment and conformance checking. The framework is then validated on an
auditing use-case with specific findings presented (4 of them likely implying both legal
and operational risks). Interestingly, they also provide pragmatic guidance on the choice
of discovery algorithms depending on the process structure and complexity.

Figure 3.5: Framework for Process-Mining-Based Audit of Information Systems proposed
by [118]

Jans et al. [96] provide further reasoning on why process mining is valuable for audit -
considering process discovery, conformance checking, performance analysis, social network
analysis and decision mining (i.e., focusing on decision points in a discovered process).
The reason for this work is reviewed separately is that it strongly focuses on ERP system
audit perspective. This is a crucial area for process mining to mention as it has been
extensively exploited commercially (see e.g. [92]) as processes having a relation to the
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ERP constitute a significant part of enterprise process landscapes. The authors also point
to the work conducted in [121], which focuses on mining industry-standard SAP systems.
Based on that, it is possible to argue that existing commercial efforts can be leveraged in
a synergistic way to enhance the cyber security assessment perspective. Furthermore, [96]
introduces the four sources of added value for process mining in auditing: analysing the
entire population instead of a sample, inclusion of meta-data independent of the actions
of the auditor, effective way to implement the audit risk model and additional ways to
conduct audit, such as discovery and social network mining. Finally, a critical point, raised
by [96], regarding the principle of deterrence is that certain processes are continuously
monitored with process mining and therefore expected to have an effect on organisational
behavior.

Additionally, other researchers [122] have also explored how process mining techniques
can map directly to COBIT, one of the most widely-accepted enterprise IT governance
frameworks. It sees process assessment as one of the components of enterprise capability
determination [123]. Specifically, steps in the COBIT assessment process include collecting
and validating data [122]. The authors of [122] outline, in a case study, how process mining
could aid these COBIT steps. Generally, such alignment with established enterprise risk
management, audit and governance frameworks (e.g., ISO 27001, COBIT, ITIL) [120]
has an indirect relevance for the applicability of process mining in cyber insurance, as
some cyber insurers consider pre-existing certifications and internal audit results in the
underwriting process [12].

Focusing on one specific use-case at the intersection of auditing and security, a research
group from the Masaryk University tackle the detection of insider threats by applying
process mining techniques on audit logs [124, 125] . The insider threat topic is highly
relevant for cyber insurers as it is often covered by cyber insurance policies and, accord-
ing to the Swiss Cyber Institute, more than 34% of businesses globally are affected by
insider threats [43]. At the same time, the problem of information asymmetries described
previously makes it hard to assess the risk of insider threats for a given organisation. [124]
argues that process mining can be a suitable alternative to existing insider threat detection
approaches that tend to be of complex mathematical nature by providing more accessi-
ble interpretation using more user-friendly visualisations. Three specific insider threats
use-cases are then designed and analyzed, including (a) conformance checking of user ap-
plication activity, (b) visual analysis of data flow, and (c) file log analysis for declarative
process mining. The data flow scenario will be considered in the cyber insurance context
in case study later in the thesis. Heuristic miner from the PM4Py [126] package was then
applied to discover model from a synthetically generated event log and alignment based
conformance checking was applied to calculate fitness of new traces. Threshold of 50%
trace fitness was chosen to classify traces as potentially malicious. In the use-case for
declarative conformance checking, LTLChecker from ProM [127] was applied to define
rules and check the conformance of new traces with them. [124] conclude that process
mining techniques are useful insider threat detection from audit logs.

In [128], the academic perspective is combined with practice by a mixed team from the
TUM and PwC. The paper focused on measuring deviation from a pre-defined cyber se-
curity process based on Identity and Access Management. A reference model is compared
with a synthetically generated dataset from which a process is discovered. The discov-
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ered process is the compared to the underlying reference model by applying a number of
conformance checking methods. Violations of the process-flow are identified and fitness
metrics calculated. It is observed that conformance checking can be used in IT Security
Auditing and provides value for risk assessments. Again, a similar scenario is validated
with experts in the cyber insurance context in the evaluation chapter.

The topic of applying process mining to security audits has been tackled in two related
papers by Accorsi and Stocker [112] [129]. They offer a practical approach demonstrated
on a case study from the financial sector based on loan application process, outlining the
specific steps of conducting security audit exploiting process mining capabilities. The
prevalent manual effort, long time to audit, limited automated tools available, and au-
diting based on samples instead of full audit coverage are mentioned as the problems
that process-mining can support solving [112]. First, in [112], the conformance checking
methodology is investigated by synthesizing a set of traces that are then tested against
pre-defined security requirements. The authors aimed to answer the following questions:
Does conformance checking generally allow the testing of traditional security require-
ments? What kind of properties can be detected by conformance checking? 5 different
classes of security requirements based on [87, 130] were then defined and translated to a
number of testable constraints. Next, different conformance checking mechanisms were
applied to different types of constraints. Accorsi and Stocker, conclude that conformance
checking is a powerful tool for the analysis of security requirements, including control
flow deviations, separation of duties and obligations. In the related paper [129], discovery
methods are also investigated from the perspective of security assessments.

3.3 Process Mining for Performance Analysis

Apart from the aforementioned streams that focused predominantly on conformance
checking and that either in the security or more general GRC context. Contributions
also have to be considered that focus on analysing not only the conformance, but also
on the performance of processes relevant for cyber security. One example is [131] that
analyses an incident management process, and a problem management process. For the
purposes of ITIL assessment, [132] rates an incident management process using process
mining.

3.4 Process Mining in Insurance

Finally, after covering different application of process mining in different cyber security do-
mains and also in the overall GRC domain, it is important to mention the work conducted
in [133], which proposes an application of the methods of process mining in general insur-
ance underwriting scenarios. Even though cyber insurance scenarios are not considered
or even mentioned, the proposed schema could also be applicable in the cyber insurance
cycle.
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As a general scenario, [133] assumes the following A service provider company (SP) de-
livers a sensitive service (or process - P) to a user receiver (UR). This is illustrated on
an example of an online car market with sensitive data incl. licence plates that require
anonymisation). This sensitive process is then insured by the insurance company (IC ).
This scenario is shown in Figure 6.4

Figure 3.6: Scenario for Insuring Sensitive Processes via Process Mining [133]

The insurance schema is based on the reasoning that the sensitive process (P) has a
specific set of steps that need to take place in a predefined order (in the form of a process
model). Conformance checking is therefore proposed in [133] as a method to answer the
following question. To what degree does the behavior in the modeled process conform
to actual process executions reflected in a corresponding event log. The four traditional
conformance metrics are then used to serve as quality metrics. As opposed to token-based
replay (conformance replay), the alignment-based method is proposed as the more suitable
underlying conformance checking mechanism. It is argued that different perspectives could
be insured, such as access to sensitive data, sets of specific rules or properties, or the
organizational perspective (actors in the process). However, there might be other paths
and options as well. This set-up would be reflected in an insurance agreement centered on
an agreed-upon formal model, which might aid in reducing ambiguity typical for textual
notations and make it easier to automate the formal verification once problems with the
process occur. An insurance cycle is then proposed consisting of 4 phases: Modelling,
Validation, Forensic phase, and Re-design (analogous to process enhancement in [79]
. Finally, the approach was validated on a case study, showing that ensuring sensitive
business processes is feasible.

3.5 Summary and Research Gap

As the literature review shows, while a number of works are available on process mining
applications in cyber security, in the GRC domain, as well as in performance analysis of
security processes, no systematic exploration and approaches to apply process mining in
cyber insurance are available, with the exception of one contribution in [133] focusing on
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“sensitive processes” that makes no reference to cyber insurance. Based on the findings
from the background chapter, my thesis argues that this is a significant research gap, as the
assessment of cyber risk originating from processes is of vast importance and information
asymmetries are one of the key challenges of insurability of cyber risk. The following
chapter therefore develops the MeritMiner4CI approach to address this research gap.



Chapter 4

MeritMiner4CI Approach

According to the conducted analysis of the literature, process mining methods have never
been investigated in the cyber insurance context. I consider this to be surprising because
operational cyber risk related to actions of people and failed internal processes constituted
are, as measured by aggregate losses from different types of risk, by far the two most severe
types of cyber risk [13].

This chapter focuses on the systematic mapping of cyber insurance requirements to process
mining methods and then describing the MeritMiner4CI as an approach for the application
of process mining in the cyber insurance underwriting process. The chapter concludes with
a BPMN 2.0 process model that demonstrates the steps it proposes.

4.1 Systematic Mapping of Requirements

The following section focuses on clearly highlighting how process mining methods, specif-
ically, map to requirements of the cyber insurance market. The section is structured as
follows, first mapping to insurability criteria and fundamental challenges of cyber insur-
ance is provided. Next, the information requirements of cyber insurers are considered,
highlighting the inherent process perspective. Then process mining is contextualised in the
premium calculation process. Then process mining methods are systematically mapped to
different coverage elements of actual cyber insurance policies by the means of confidence
factors to specifically highlught in which scenarios such analyses could be highly relevant.

4.1.1 Mapping Process Mining to Insurability Criteria and Fundamen-
tal Challenges of Cyber Insurance

: The goal of the MeritMiner4CI approach is to address the fundamental problem of
information asymmetries and the issues of moral hazard, adverse selection, and insurance
fraud. As the analysis in [134] concludes, under the condition of reduced information
asymmetries (partial information asymmetry) and premium-differentiation, the market
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can work efficiently, and incentives for self-protection on the side of the insured can be
increased. The following section describes, in line with [53], exactly how the proposed
approach addresses the aforementioned issue,

Mapping - Risk Assessment Method: Current methods applied are predominantly of
qualitative nature: self-assessments are employed, for larger corporate customers, so-called
underwriting meetings take place, the insurer might interview different stakeholders at a
given company and ask a series of questions. Policies and practices are then reviewed as
well [12]. As is further confirmed in the evaluation chapter, cyber security experts believe
that quantitative analyses of user behavior are highly important and that process mining
is one of the candidate methods that can deliver the process perspective.

Mapping - Limited Historical Data: The use of process mining relies on data that al-
ready resides in information systems of prospective insured. Therefore it might offer an
additional, previously untapped data source for further modelling. In the case of wider
adoption, benchmarks of the performance of different processes could be developed and
used for the purposes of improvement recommendations.

Mapping - Standardization: From the perspective of standardisation of cyber risk assess-
ments and more clarity on cyber insurance pricing (providing for transparent premium
differentiation), rules that can be checked by process mining methods, which can fur-
thermore be mapped to frameworks such as NIST [2], CIS [3], ISO 27001 [54] as well as
to regulatory frameworks such as HIPAA [55], PCI [56], Sarbanes-Oxley Act (SOX ) [57],
California Consumer Privacy Act (CCPA) [58], or GDPR in Europe [5]. For example, you
can refer to[31] for a taxonomy of operational cyber risks and mapping to related controls
from the NIST framework. Such rules can be formalised used to filter out cases violating
a rule expressed in some declarative notation. For example, it might be checked whether
4-eyes principle (see separation of duty constraint below) was violated in the process of
electronic transfer if the same employee (expressed as event-level attribute) is associated
with both the creation of an electronic payment, as well as with its approval. Finally, the
insurer can create rule libraries to provide for re-usability of such rules, further addressing
the issue of standardisation. Table 4.1 below provides an overview of different types of
verifiable constraints that are of relevance and that can be verified with process mining
methods.

Process Security Constraint Description
Authorisation Only authorized individuals can execute tasks
Usage control Incl. retention and control of use of data
Separation of duty (SoD) 4-eyes principle, aim is typically to reduce fraud
Binding of duties (BoD) Associating activities only to certain roles.
Conflict of Interest Preventing non-compliant flow of inf.
Isolation Preventing interference of process execution

Table 4.1: Possible Process Security Constraints that can be Checked with Process Mining
Methods, identified in [112]

Mapping - Insured Self-Reporting: Process mining, as was established in the background
chapter, can achieve more transparency about processes in a given company. In the cyber
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insurance context, if the insurer, or the auditor is given access to process mining analyses
of a given security-relevant process, the self-reporting issue is expected to be further
mitigated and a step towards a single-source of truth is taken.

Mapping - External Security Audit: As was demonstrated in the model developed by
[21], external auditing is necessary for a functioning cyber insurance market. Traditional
audits are not only costly and time-consuming, but they are also only based on samples
and rely typically on largely qualitative assessments. In contrast, process mining pro-
vides a promising way to achieve wider audit coverage and potential for automation and
standardisation of these audits.

4.1.2 Mapping Examples of Process Mining Approaches to Information

Requirements

: Now that the proposed approach has been contextualised in the cyber insurance process.
Let us move on to map the information required by underwrites to what process mining
methods can deliver. The summary in Figure 4.2 below by [60] presents the topics of
interest for the cyber underwriter that are requested in a typical underwriting meeting.
A similar notion was confirmed during interviews with underwriters in [12].
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Step Requested information
Example verification
approach with process
mining

Operational Overview Sensitive information
(PII, PHI), number of
records

Analysis of data flow
with discovery

Security Identity management,
Incident response, Data
Protection, Disaster
Recovery, Vendor
Compliance, Business
Continuity, Patching,
Cyber Security Frame-
work

Discovery and Anal-
ysis of Incident Re-
sponse Process, Confor-
mance Check of Iden-
tity Management, Pro-
cess against Cyber Se-
curity Framework, Dis-
covery of Patching Pro-
cess

Privacy regulatory compliance,
third party access, key
stakeholders

Check of Process Com-
pliance, with Regula-
tion (e.g. 4-eyes prin-
ciple)

Governance OPTIONAL Conformance Checking
Process Security Con-
straints

Litigation/Claims Ac-
tivity

N/A N/A

Table 4.2: Overall Structure of the Underwriting meeting from [60] Mapped to Process
Mining Approaches

It is worthy to note that a large (majority) part of the information in the above table
can be mapped to some type of an internal process or procedure. Clearly highlighting the
relevance of process perspective in cyber risk assessment. This aspect is also validated in
the evaluation chapter. Qualitative descriptions of said processes coming from meetings
might be misleading. It might be the case that the reality of security related practices,
procedures or processes do not match with what is actually happening in the organisa-
tion from the security perspective. What if the data protection policy exists, but is not
followed? What if employees employ workarounds, to e.g. bypass backup, 2FA, or data
retention procedures? Maybe regulatory guidelines are not being followed? Processes such
as incident management, or help desk might be defined. However, it also might be the
case that they run highly inefficient, or even in a non-compliant way. In summary, what is
documented and presented to the insurer might not correspond with the reality and might
therefore mean that the insured could make a decision based on fundamentally flawed or
biased information. This issue maps well to the potential offered process discovery and
conformance checking.

Mapping the Proposed Approach to the Premium Calculation Process in Cyber In-
surance: Once the information gathering is over, the underwriter, being under time and
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resource constraints, needs to decide if a cyber insurance contract will be offered to the
prospect and at what cost. The procedure in Table 4.3 was derived in [12]. First, the type
of coverage needs to be considered (step 2). Afterwards, as can be seen in the highlighted
steps 9 and 10 in Figure 4.3, if information about cyber security posture is gathered in
addition to fundamental characteristics of the insured (such as annual revenue and risk
group), it influences the ratings of the confidence factors. Therefore, it is proposed that
the approach for cyber insurance based on process mining can integrate well with the
current cyber insurance underwriting process by means of using the results of process
mining analysis to rate these confidence factors and that confidence factors from under-
writing manuals are a fitting method to conduct analysis of cyber insurance requirements
for cyber risk assessment.

Steps in a typical premium calculation from [12]
1. Input customer annual revenue - in scope of the thesis
2. Determine overall risk group (0-6)
3. Select applicable coverage - covered by the approach
4. Select applicable base rate
5. Select applicable retention
6. Select applicable limits and sub-limits
7. (Optional) Determine business interruption deductible hours
8. Adjust relevant limit modifiers
9. Coverage specific confidence factors - covered by the approach
10. Enterprise specific confidence factors - covered by the approach
11. Annual premium (business interruption)

Table 4.3: Premium Calculation Process Demonstrated on the Example of Business In-
terruption Coverage from a Cyber Incident [12] with Steps Covered in MeritMiner4CI
highlighted in bold and marked

Confidence factors (CF ), that are sometimes referred to as risk modifiers, or risk factors,
are typically expressed as a float with which the base rate either is multiplied [12]. An
example of a base rate is provided in Figure 4.1 below.
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Figure 4.1: Base Rate Example by Chubb (UM1) [135]

The principle of applying confidence factors to the base rate can be expressed using the
following simple mechanism: premium loading (increase) is arrived by multiplying base
premium by CF > 1, CF < 1 then leads to premium discount, CF = 1 then means that
a given confidence factor does not influence the decision on premium in any material way.
The selection of confidence factor is typically done based on underwriter discretion. An
example of possible confidence factors and their ranges is presented in Figure 4.2 below.

Figure 4.2: Enterprise specific confidence factors [135])

Furthermore, confidence-factors might typically (e.g. in the UM1 policy used for the case
studies) be divided up to two types, depending on whether they, in the case of enterprise-
specific confidence factors influence the aggregate premium (more general factors) of a
given policy, or only premium for a specific coverage in the case of coverage-specific con-
fidence factors. However, it needs to be pointed out that there are differences in whether
and how confidence factors are used across underwriting manuals and general mapping
is not feasible. Therefore, the manual by Chubb (a globally leading cyber insurer) with
SERFF reference number ACEH-131914766 was used for the development and testing of
the proposed approach. The mapping would work analogously for other manuals as well.
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The following section proposes a mapping of established confidence factors from [135] to
examples of process mining.

4.1.3 Mapping of Process Mining Approaches to Confidence Factors:

Mapping Process Mining Analyses to the Rating of Enterprise-Specific Confidence Fac-
tors:

Let’s first consider enterprise-specific confidence factors. Figure 4.4 summarises an exam-
ple mapping of these factors to process mining analyses. As you can see, CFs are often
not purely technical in nature and very often relate to internal procedures and processes
at a general level.

Enterprise Level Confi-
dence Factors

Example subject of PM
analysis

Mapping to PM ap-
proach

Centralized Policies &
Procedures

Any business-critical pro-
cess (e.g. incident man-
agement)

Benchmark of sub-
sidiaries against global
models with conformance
checking

Network Security IAM process Check compliance with
IAM policy or best prac-
tice with conformance
checking

Risk Management Con-
trols

Any business-critical pro-
cess

check of event log against
risk management policy,
or regulation

Table 4.4: Enterprise Specific CFs Mapped to Process Mining Analyses [135]

Mapping Process Mining Analyses to the Rating of Coverage-Specific Confidence Fac-
tors

Next, let’s consider the confidence factors that are used to adjust premiums for specific
coverage types and explore how they could be rated with the support of process mining
methods. In Figure 4.5, a business interruption coverage scenario is considered. As
you can see, the ratings regarding to business interruption, again, in many cases, refer to
procedures that can be easily verified with process mining methods.
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Business Interruption
CF

Example subject of
PM analysis

Mapping to PM ap-
proach

Dependency on real
time transactions

Order to cash process Cycle time calculation
on the event log

Mirror/Backup Proce-
dures

backup process, data
flow

conformance check of
backup procedure, data
flow

Risk Management for
Incident Response
Planning

Incident resolution pro-
cess

Discovery and confor-
mance check of incident
management process

Technology Risk Man-
agement Process

Patching / update pro-
cess

conformance check of
patching process

Volatility/Recovery in
Sales

Order to cash process analyse number of cases
by time

Table 4.5: Business Interruption CFs from [135] Mapped to Process Mining Analyses

As concerns computer fraud coverage that is the subject of the mapping in Figure 4.6, it
is again clearly identified that confidence factors can be mapped to analyses of internal
processes, such as of password management. Some CFs such as volatility/recovery in sales
can also also be investigated as alternatives to determining base rates based on customer
revenues. Interesting scenarios could include using the number of cases and transaction
amounts in a process to set process-specific limits.
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Computer Fraud CF Example subject of
PM analysis

Mapping to PM ap-
proach

Amount of Online Fi-
nancial Transactions

Event log of payment
system

process discovery, num-
ber of case, anomaly de-
tection

Network Access Con-
trol

IAM process Check for anomalies in
IAM process

Network Intrusion De-
tection System

User activity event log Anomaly detection in
user activity

Password Management Password management
policy

Conformance check of
policy vs. event log of
password changes

Volatility/Recovery in
Sales

Order to cash process Analyse number of
cases by time

Table 4.6: Computer Fraud CFs from [135] Mapped to Process Mining Analyses

In Figure 4.7, it is proposed how to rate risk for a cyber incident response coverage.
Sonsider that the cyber incident response again focuses on procedures, as demonstrated
in the case studies - see the data flow example.

Cyber Incident Re-
sponse Fund CF

Example subject of
PM analysis

Mapping to PM ap-
proach

Amount of Sensitive In-
formation

Data Flow in Docu-
ment Management Sys-
tem

Process Discovery and
Statistics on Cases in
Different Regions

Encryption Encryption Procedure Conformance Checking
of Activity Logs from
Devices Against Rules

Table 4.7: Cyber Incident Response CFs from [135] Mapped to Process Mining Analyses

Figure 4.8 provides a mapping to of approaches to rate risk for cyber, privacy, and
network security liability coverage. It is clear that the focus of established confidence
factors for that coverage revolves around regulations, procedures, measure, practices and
processes. All of which are fitting subjects of process mining analyses.
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Cyber, Privacy, and
Network Security Lia-
bility CF

Example subject of
PM analysis

Mapping to PM ap-
proach

Compliance with Pri-
vacy Regulations

Data flow in an organi-
sation

Conformance check of
GDPR rules

User Interactivity User flow in ecommerce
system

Process discovery

Scope of Privacy Regu-
lations

Data retention process Conformance checking
of retention rules

System Management Patching / update pro-
cess

Conformance check of
patching process

Data Collection Prac-
tices

Data retention process Conformance checking
of retention rules

Table 4.8: Cyber, Privacy, and Network Security Liability from [135] Mapped to Process
Mining Analyses )

Digital data recovery liability is the focus of Figure 4.9 and a mapping is provided there
for a process mining based approach to rate such coverage.

Digital Data Recovery
CF

Example subject of
PM analysis

Mapping to PM ap-
proach

Backup/Mirror Proce-
dures

Backup process, data
flow

Conformance check of
backup procedure, data
flow

Disaster Recovery Pro-
cess

Problem management
process

Process discovery, con-
formance with problem
management policy

IR Technology(ies) Incident management
process

Discovery and confor-
mance check of incident
management process

System Management Patching / update pro-
cess

Conformance check of
patching process

Table 4.9: Digital Data Recovery Liability confidence factors from [135] Mapped to Pro-
cess Mining Analyses

Another type of coverage against funds transfer fraud is considered in Figure 4.10 below.
CFs such as Electronic Transfer Processing Controls and training that are currently typi-
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cally evaluated highly subjectively can be investigated with declarative rule checking and
process discovery respectively in quantitative manner, leading to increased transparency.

Funds Transfer Fraud
CF

Example subject of
PM analysis

Mapping to PM ap-
proach

Banking Systems Au-
thentication

Log of login attempts,
penetration of 2FA

Discovery of authenti-
cation process

Electronic Transfer
Processing Controls

Accounts payable pro-
cess

Conformance check of
4-eyes principle and ap-
proval procedure

Online Banking Access
Control

Log of login attempts,
penetration of 2FA

Discovery of authenti-
cation process

Size and Scope of Elec-
tronic Transfers

Event log of banking
transactions

Discovery and filtering
on attributes

Training and Education eLearning systems Discovery of user be-
havior in cyber security
eLearning systems

Table 4.10: Funds Transfer Fraud CFs from [135] Mapped to Process Mining Analyses )

Finally, 4.11 investigates network extortion liability coverage, which is concerned pre-
dominantly with the issue of ransomware attacks. Here, an approach with process mining
is expected to require a lower level of abstraction (in the case of IDS). But CFs such
as seasonality of sales can be related to widely-adopted process mining methods in the
industry.

Network Extortion CF Example subject of
PM analysis

Mapping to PM ap-
proach

Network Extortion
Planning

Network-based intru-
sion detection with
conformance checking

Network-based intru-
sion detection with
conformance checking

Seasonality of sales O2C process discovery and break-
down by time

Sensitive Information
or Services

Data flow Conformance check of
log against best prac-
tices

Table 4.11: Network Extortion CFs from [135] Mapped to Process Mining Analyses
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4.2 MeritMiner4CI: Proposed Approach

Now that the cyber risk assessment requirements in cyber insurance have been systemat-
ically mapped, this section of the thesis proposes a structured approach to address them
that consists of two workflows and an iterative security process enhancement component
in order generate value by process mining methods in cyber insurance. A periodic analy-
sis in each underwriting circle is proposed, based on which rating of risk modifiers might
be changed as the observed behavior evolves. This aims to support the dynamisation of
premiums.

Figure 4.3: High-level overview of the MeritMiner4CI approach

Mapping process mining to the underwriting process: The following mapping to the
phases by [18] summarises how the proposed approach maps to each step in the under-
writing process. As you can see, all of the three phases are covered.
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Cyber Insurance Un-
derwriting Process
Step

Substep Mapping to Merit-
Miner

Risk Identification Threat identification,
Security / Vulnerability
Identification

Cyber Risk Assessment
Workflow

Risk Analysis
Risk estimation Cyber Risk Assessment

Workflow and Cyber
Insurance Underwriting
Workflow (confidence
factor rating)

Establish Contract Coverage specification
Premium Estimation

Cyber Insurance Un-
derwriting Workflow
(coverage definition,
multiplication of pre-
mium with confidence
factors)

Table 4.12: Mapping of MeritMiner4CI Approach to[18]

Next, let us investigate what methods specifically are prposed for the applications n cyber
insurance. Table 4.13 shows how each of the phases in the cycle map to established process
mining methodology by [79] and to each of the established methodological components of
process mining that are organised in an iterative fashion.

Process Mining Method Mapping to MeritMiner4CI

Discovery
Cyber Risk Assessment Workflow
- Process Discovery

Conformance
Cyber Risk Assessment Workflow
- Conformance Checking

Enhancement

Cyber Risk Assessment Workflow
- Application of best-practices and reference processes
Cyber Insurance Underwriting Workflow
- Iterative adjustment of confidence factors

Table 4.13: Alignment of Process Mining Methods by [79] with MeritMiner4CI and it’s
components

4.2.1 Cyber Risk Assessment Workflow

Cyber Risk Assessment Workflow encompasses the actual steps of the analysis required
to generate insights required for ratings in the underwriting workflow. Next, the specific
steps are discussed.

Step 1: Process scoping: The scoping of processes is a critical step, arguably the most
important one. The foundation for it was laid in the section that mapped process mining
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methods to cyber insurance coverage. While most works reviewed in Chapter 3 focus
either on conformance checking (e.g. for anomaly detection purposes), or on process
performance analysis separately, the proposed MeritMiner4CI approach integrates both
of these perspectives as depicted as two pillars in Figure 4.4.

Figure 4.4: Scoping of processes of of the MeritMiner4CI Approach

Step 2: Event Log Processing: Refers to the step of obtaining and processing of event
log, which is a necessary step for any further analyses.

Step 3: Process Discovery and Process Statistics: In this step, a process discovery is
applied on the event log extracted from the prospective insured’s system. In this stage, a
preliminary visual analysis of the process flows is conducted and values of metrics (PPIs -
process performance indicators) are generated and evaluated. Subject to data limitations
given by privacy and compliance regulation, it is proposed that these metrics are collected
in a library maintained by the insurer and later used for development of bench-marking
mechanisms that can be applied to drive recommendations and process enhancement.

Step 4: Conformance Checking: Conformance checking can be applied either to compare
the event log to a predefined model (expressed either as set of rules, or as a process flow
diagram). reflecting some type established practice, policy, or regulation. Conformance
checking of event log, for example, according to organisational units can also be applied to
understand which parts of the organisation exhibit more violations to a globally defined
practice. Finally, given correct mapping, reference models defining some standard to be
followed can be compared against actual execution of the security-relevant process. Table
4.14 provides details on exactly which methods can be applied for conformance checking
in the Cyber Risk Assessment Workflow.

4.2.2 Cyber Insurance Underwriting Workflow

In the second of the proposed workflows, the steps correspond to the mapping discussed in
detail in the mapping. In summary, the applicable policy is selected in Step 1, enterprise-
level risk modifiers are rated in Step 2, coverage is selected in Step 3 and finally in Step 4,
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MeritMiner4CI con-
formance checking
step

Conformance checking
method

Example Mapping to
PM approach

Step 1: Visual analysis Visual analysis of dis-
covered model

Check of data flow in
organisation

Step 2: Rule checking Rule checking Checking whether pol-
icy regarding sensitive
information is followed

Step 3a: Process mod-
el/event log comparison

Token-based replay Replay event log of
IAM process against
IAM model defined in
policy

Step 3b: Process mod-
el/event log comparison

Alignments Diagnose complex inci-
dent management pro-
cess

Table 4.14: Mapping of Conformance Checking in MeritMiner4CI to Conformance Check-
ing Methods by [84]

the confidence factors for each coverage element are rated. These steps are conducted by
the underwriter, or responsible analyst, who makes decisions on the rating of confidence
factors based on discretion. It expected the rating step might be automated in the future,
but given the novel nature of the approach and lack of experience with proposed metrics,
the manual rating is believed to integrate better with the current cyber insurance processes
discussed above.

4.2.3 Security Process Enhancement

As the Figure 4.3 shows the MeritMiner4CI is iterative and once an application has
been either accepted, or rejected, feedback is provided (on why a certain adjustment to
the premium was made, or why an application was rejected) to the prospective insured
outlining what the improvement potential is. Recommendations on best practices, as well
as on, e.g., protection services might be provided. That is in line, e.g. with [77]. If a
contract is granted, a continuous monitoring might be instituted, so that improvements
might be considered in the next underwriting cycle (which is typically yearly).
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4.2.4 Summary of the Logic of the Novel Underwriting Process in BPMN
2.0

Before designing and implementing the prototype itself, it was necessary to design the
underlying process that the underwriters would apply when leveraging MeritMiner4CI
(from the methodology perspective). The process was designed and implemented in a
transparent way using the BPMN 2.0 notation defining the actors, activities, systems and
artefacts involved and is demonstrated in Figure 4.5
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Figure 4.5: BPMN 2.0 Visualisation of the Proposed MeritMiner4CI Approach
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Chapter 5

Prototype and Implementation

In the previous chapter, the approach and a methodology for the application of process
mining in the cyber insurance context have been proposed. Building on that founda-
tion, the next chapter describes the approach from the preceding chapter that can be
implemented in the prototype version of MeritMiner4CI.

It is important to outline the goals of the prototype first. Its main aim is to demonstrate
the flow of steps described in the MeritMiner4Ci approach, i.e., demonstrate how process
mining could be applied for cyber insurance. The goal is not to provide functionality for
deep-dive analyses since there are also many challenges related to creating a data-intensive
application. A more suitable approach would have been to exclude the user interface
development altogether if that was the main goal of the thesis. The prototype does not
consider all configuration, filtering, and production process mining product complexities.
Rather, it demonstrates the most fundamental methods of process mining in the form of
a cyber risk assessment application with underwriting functionality providing for rating
of confidence factors. At the same time, it’s structure allows for extension with additional
functionality in the future, especially as concerns the depth of analyses as it covers all
three layers of the architecture below- the user layer, the business layer and the data
layer. The following chapter is structured according to these layers.

5.1 High-level Solution Architecture

Figure 5.1 illustrates the reference architecture that was designed. Each of the components
could be implemented in different ways. Especially the process mining functionality is
highly complex and therefore, taking advantage of some of the products available on the
market is advisable, some of which were described in the background chapter.

61
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Figure 5.1: Proposed Reference Architecture of the MeritMiner4CI Prototype

5.1.1 User Layer

The user layer is, from the perspective of this thesis, the central component, given its
goals. The two main components of the MeritMiner4Ci approach are reflected in the
prototype design as follows. (1) The Cyber Assessment Workflow (profile, event logs,
discovery and conformance pages) and (2) the Cyber Insurance Underwriting Workflow
(underwriting page), the process enhancement aspect lays in the periodic application of
the approach in each underwriting cycle and monitoring (represented by a minimalistic
dashboard).

The user layer can be observed from two perspectives, design and implementation. The
prototype design was one of the most challenging steps in turning the MeritMiner4CI to
a MVP product. This was predicated by the fact that process mining analyses can be
prohibitively complex and often include manual steps (including. graph interpretation,
manual filtering, conformance analyses against models created manually) that are hard
to automate. Furthermore, the overall number of metrics that could be used is high and
different metrics might be relevant for different processes. A decision was made to focus
on the fundamentals.

Once the overall logic of the workflow was defined, the first iteration of the prototype was
developed in the form of a low-fidelity prototype, using the industry-standard prototyping
tool Figma [136], which allows to create clickable prototypes that can be tested before
actually implementing the underlying logic, enabling an iterative approach to prototype
development.

In regards to the implementation of the user layer (frontend). The user interface is based
on SecRiskAI; an application developed at the CSG by Erion Sula. [17]. This choice
was made for the following main reasons. First, this thesis proposes that process mining
can be used in conjunction with a number of other methods for cyber risk assessment in
the underwriting process and SecRiskAI focuses on external attack predictions, which are
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delivered by machine learning models[17]. SecRiskAI. which is available open-source and
from it’s components, the “frontend” was used as a starting point. The integration with
SecRiskAI concerns mainly the user layer (or frontend in SecRiskAI). For this reason,
some of the decisions regarding the User Layer were inherited from SecRiskAI. Cyber
risk analyst can investigate both the risks from internal processes, as well as access risk
assessments on external attacks from SecRiskAI and make use of it’s integration with
MENTOR API to get protection recommendation. The overall value of the combined
application is then more than that of the sum of it’s components.

For building the user interface, SecRiskAI and for that matter MeritMiner4CI takes ad-
vantage of the React [137] JavaScript library. For example, the frontend of SecRiskAI
was bootsrapped with Create React App which, using the following command npx create-
react-app my-app –typescript [138], can generate the application that uses TypeScript as
the default JavaScript syntax that includes the required files and folders, as well as the
fundamental configuration required to run the application in a web browser. The main
arguments that speak for the usage of react are scalability and flexibility predicated on
it’s modular nature and on the usage of reusable components [17]. Next, the two logical
components of the user layer are discussed, and the designed user flow in the prototype
is introduced.

Cyber Risk Analysis Workflow

The Cyber Risk Analysis Workflow from the proposed approach manifests itself in the
prototype in the following steps, implemented as separate tabs in the prototype from the
perspective of the user layer.

• Profile setup - shared SecRiskAI component

• Event log upload (incl. assignment of event log to the relevant process)

• Discovery (covering also visualisation, statistics and upload of BPMN [139] models)

• Conformance checking

The profile page covers the fundamental information that the insurer would request (no.
of employees, revenue, industry). In MeritMiner4CI, this information is therefore taken
over to the data layer and persisted.

On the event logs page, this profile is then selected representing the prospective insured
for which a risk assessment will be created is selected. The underwriter/analyst is also
able to upload a pre-processed event log in the XES format, which is a standard in the
process mining domain as for event logs [140]. In the background, the event log is persisted
in the database and has it available for further analyses. It is also possible to do basic
management of event logs directly in the tool (create, delete, preview, select for analysis),
as well as map the most important fields for process mining (Case ID, timestamp and
event name) to the columns in the event log. shows how an event log can be associated
to a business process to be analysed. The limitation of the prototype is the size of event
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logs and they need to be provided in the correct structure (in line with XES standard, but
csv files can be uploaded as well). Also, in a real-life scenario, some type of ETL pipeline
might need to be employed, and event log generation is a significant challenge of it’s own.
The prototype therefore assumes a pre-existing event log.

Figure 5.2: Preview of the Event Log Upload Page

Figure 5.3 shows how an event log can be associated to a business process to be analysed.

Figure 5.3: Associating an Event Log to a Process
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Process Discovery starts with selecting an uploaded event log, users of the tool can run
process discovery analysis on the log. Multiple different algorithms (heuristic miner, alpha
miner and inductive miner) are available for choice, as well as multiple resulting notations.
From the perspective of the user layer, it is necessary to be able to display visualisations
(for example process trees as well as well as petri nets, or heuristic nets) outputted by the
pm4py.visualization package in the business layer. These are critical for visual analysis of
the process flows. The example below shows how the user layer requests Graphviz data
about of a process tree discovered from a given event log by the inductive miner algorithm.

1

2 const getGraphvizData = (id: any) => {

3 const body: any = {

4 eventlogId: eventlogId | 0,

5 algorithm ,

6 case: caseParameter ,

7 activity: activityParameter ,

8 timestamp: timestampParameter ,

9 id: id ? id : modelId ,

10 };

11

12 ...

13 if (algorithm === "inductive_miner" && processTree) {

14 body.processTree = processTree;

15 }

16 ...

17 setTimeout(

18 () => {

19 fetch(Endpoints.discovery + "gviz/", {

20 method: "POST",

21 body: JSON.stringify(body),

22 })

23 .then(( response) => response.json())

24 .then((data) => {

25 console.log("data", data);

26 if (data) {

27 setGraphvizData(data);

28 setError(false);

29 } else {

30 setGraphvizData(undefined);

31 setError(true);

32 }

33 })

34 .catch((err) => {

35 console.error(err);

36 setError(true);

37 setGraphvizData(undefined);

38 });

39 },

40

41 500

42 );

43 };

Listing 5.1: Example (shortened) of Requesting GraphViz data from the Discovery
Service. The Fetch library is used
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The discovery service in the business layer uses the pm4py.visualization package (both
discovery and conformance services) is a graph object in viz format. Therefore, in order
to render GraphViz data in the user layer, the the graphviz-react [141] library was used
as can be seen separate TypeScipt component GraphvizAlgorithm.tsx.

As concerns displaying process statistics, the most fundamental values are displayed,
including rework rates, fitness, number of cases , events and median cycle time. These
metrics represent the performance analysis aspect, relevant e.g. for incident management
and help-desk process. 5.1.1 shows, how the Fetch library is used to request statistics
related to a selected event log from the business layer (Flask API).
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1

2 const getStatisticsData = () => {

3 if (! eventlogId) return;

4

5 const url = new URL(Endpoints.discovery + "statistics/");

6 const urlSearchParams = new URLSearchParams ();

7 urlSearchParams.set("eventlogId", eventlogId.toString ());

8 urlSearchParams.set("case", caseValue);

9 urlSearchParams.set("activity", activity);

10 urlSearchParams.set("timestamp", timestamp);

11 url.search = urlSearchParams.toString ();

12

13 fetch(url.href)

14 .then(( response) => {

15 response.json().then((data) => {

16 setStatisticsData(data["statistics"]);

17 if (data["statistics"][7]) {

18 setNodes(JSON.parse(data["statistics"][7]["value"])["nodes"

]);

19 setEdges(JSON.parse(data["statistics"][7]["value"])["edges"

]);

20 } else {

21 setNodes ([]);

22 setEdges ([]);

23 }

24 });

25 })

26 .catch((err) => console.error(err));

27 };

Listing 5.2: Example showing how process statistics are requested from the corresponding
endpoint in the business layer

Fetching Statistics Data to the User Layer Using the Fetch JavaScript Interface

Figure 5.4: Preview of the Discovery page
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Conformance Checking Method PM4Py implementation

Declarative conformance checking / LTL filtering
pm4py.algo.filtering.log.ltl
and
pm4py.algo.filtering.pandas.ltl

Token-Based Replay pm4py.algo.conformance.tokenreplay
Alignments pm4py.algo.conformance.alignments

Table 5.1: Conformance Checking Methods and Corresponding Implementations in
PM4Py [98]

Another key feature of process discovery is the upload of reference processes - these
can be manually modelled: formal models representing policies, best practices, or ref-
erence processes from frameworks discussed in the previous chapter. These processes
can also be visualized and used for conformance checking purposes, discussed in detail
below. The processes need to be imported in the BPMN 2.0 format on the process
discovery page (representing manual process discovery). Also, an additional feature avail-
able for event logs containing the attribute “resource” - e.g. an employee. The package
pm4py.algo.organizational mining.sna (implemented in the business layer) is used to gen-
erate the handover of work graph is later displayed on the discovery page that the risk
analyst can use to understand the social relations in an organisation (e.g. for fraud detec-
tion purposes). This represents the organisational perspective discussed previously and
can be seen as a form of social network analysis [98].

The final page in the Cyber Risk Analysis workflow is concerned with conformance check-
ing. It covers three steps. First, a visualisation in the form of different types of graphs
can be displayed, this represents the simplest conceivable form of conformance checking
- visual analysis. Next, event log can be filtered with LTL (Linear Temporal Logic) rules
[98]. Using these, the user can run a declarative conformance check on the event log can
define different rules to check the discovered model against (application of these rules re-
sults in filtering out the cases that satisfy the rule that can be applied to generate a subset
of the event log). This filtered event log is persisted and can be reused. As an example,
one of the implemented rules is the A eventually B. The application of this rule is, for
example, checking whether a mandatory step, given a preceding step, was executed [79] .
For example, a mandatory password change, approval step, or a backup procedure. Rules
can also be persisted. Step 3 is then conformance checking both with token based replay
and alignments, which can effectively compare the event log to a pre-defined model, or
a model derived from another log using the fitness metric (how much of the behavior in
the log can be explained by a given model) [79]. Fitness on the trace level is visualised in
two tables, a feature allowing deeper investigation.

Table 5.1 summarises the methods (implemented in the business layer) conformance check-
ing that are available in the user layer.

Cyber Insurance Underwriting Workflow

Once the Cyber Risk Assessment Workflow is finished, the underwriter can move on to the
the Cyber Insurance Underwriting Workflow, which is represented by the underwriting
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Figure 5.5: Preview of the Conformance Checking Page

page in the user layer. There we can create a minimalistic underwriting assessment based
on the preceding process mining analysis as outlined in Chapter 4. To do that, we define
customer name and a name of the assessment and also the relevant coverage elements. On
both the policy and coverage levels, we can define confidence factors and rate risks. The
risk rating is done manually, based on expert assessment of previous analysis. Forr this
assessment we do the following. A collected sample of underwriting manual is provided
in the repository for reference regarding risk modifiers.

Figure 5.6: Preview of the Underwriting Page

The final step in the prototype is currently a minimalistic dashboard that summarises
all the analyses conducted to a certain organisation. There, fundamental metrics are
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displayed, and the user can get an overview of the ratings related to each process that
was created. This step aims to demonstrate that continuous monitoring and process
enhancement might be instituted, for example in an annual underwriting cycle. Ideally,
improvement recommendations might be delivered based, as well as process benchmarks.
Implementation of improvements then should positively influence the premium by lowering
risk modifiers. While protection recommendations are covered by [77] on the SecRiskAI
dashboard.

5.1.2 Business Layer

The next section briefly summarises the implementation of the business layer. As the
fundamental process mining library PM4Py used in the prototype leverages the python
programming language.. The decision was made to follow that choice and implement
the back-end as a Flask application decoupled from the nest.js middle-ware and other
building blocks of SecRiskAI, other than the frontend.

The choice of the Flask 2.0 ’micro’ web development framework [142] was made out of
two shortlisted options - either Flask, or Django [143], given the decision to use Python
at the back-end. As [100] points out, both framework are mature, well-documented and
production read. However, each of the choices has it’s advantages and disadvantages as
outlined in Table 5.2 that was constructed based on [100]. The decision therefore needs to
follow the requirements defined for the prototype. Given the fact that the MeritMiner4CI
is a smaller-scale prototype application, prioritising fast prototyping and that an increased
flexibility was beneficial.

Framework Advantages Disadvantages

Flask
Best fit for prototyping
Quick setup
Flexibility

More challenging management
and maintenance

Django
Best fit for large-scale projects
Batteries-included approach
(if features required)

Steeper learning curve
Batteries-included approach
(possible overhead)

Table 5.2: Comparison of Candidate Frameworks [100]

Flask is a flexible micro-framework [144] and takes advantage of extensions for additional
functionality such as database connectivity or building REST APIs. During the imple-
mentation of the prototype, multiple extensions were used, including Flask-SQLAlchemy,
flask-restx and flaskaccepts. The following section briefly outlines their usage in the pro-
totype. To support the development of the REST API, the Flask-RESTX [145] extension
was used as it provides a number of features to support API development. However,
the key reasoning behind the choice is that it also provides guidance on structuring more
complex APIs by splitting them into reusable namespaces, which is a context that the pro-
totype applies. Additional features include request parsing and, importantly, automated
API documentation using Swagger (which is available at http://127.0.0.1:8000/ for the
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prototype at hand. Flask-RESTX is a fork of Flask-RESTPlus [146]. flask_accepts

[147] is a flask extension that was used in the prototype to make it easier to validate
inputs and outputs in Flask. This is achieved by providing the following two decorators.
1) the @accepts decorator defines what parameters or schemas is accepted by the end-
point and 2) @responds, which defines how the output should be serialised, as defined in
the associated Marshmallow [148] schemas, which the prototype takes advantage of, as
reflected in the schema.py files associated with each endpoint.

General Structure of the API

All of the API endpoints and the schemas used can be found in the Swagger documenta-
tion. The following section briefly outlines the general structure of the Flask-REST API
and provides examples of each component.

Routes and Controllers

In the context of the prototype, @api.route() is a Python decorator that is used by the
Flask framework that provides us with a way to bind a function (’controller action’) to
a URL. Generally, decorators are used to extend the functionality of a certain functions
without making modifications to it [145]. Once a resource is requested (by default, a
route only answers to HTTP GET requests), Flask makes an attempt to find a route that
matches that resource, and if that resource is found, the associated function is called.
This is done in order to provide an abstraction layer on top of the implementation logic.
Code snippet 5.1.2 provides an example of an API route that defines the endpoint for
policies.

1

2 @api.route("policies/")

3 class Policies(Resource):

4 """ Policy """

5

6 @api.expect(policy_filter)

7 @responds(schema=PolicyInfoSchema(many=True), api=api)

8 def get(self):

9 """Get all Policies or filter by assessment id"""

10

11 underwriting_id = policy_filter.parse_args ().get("underwritingId

")

12 return DashboardService.get_policies(underwriting_id)

13

14 @accepts(schema=PolicySchema , api=api)

15 @responds(schema=PolicyInfoSchema , api=api)

16 def post(self):

17 """ Create Policy """

18

19 return DashboardService.post_policy(request.parsed_obj)

Listing 5.3: Example of a controller implemented

One of the key parts of the business layer is the discovery service that contains the three
process mining algorithms in scope of the prototype. Table 5.3 lists the algorithms in



72 CHAPTER 5. PROTOTYPE AND IMPLEMENTATION

Discovery Algorithm PM4Py implementation used
Alpha Miner pm4py.algo.discovery.alpha
Inductive Miner pm4py.algo.discovery.inductive
Heuristic Miner pm4py.algo.discovery.heuristics

Table 5.3: Used Implementations of Discovery Algorithms from PM4Py [98]

scope, together with their respective implementation. 5.1.2 then presents the implemen-
tation of the Discovery Service in the business layer as an example controller action.

The evaluation and discussion on the applicability of different algorithms for different use
cases in provided in the quantitative evaluation section in 6.

1

2 def process_discovery(

3 log: EventLog , activity: str , algorithm: str = "alpha_miner"

4 ) -> Tuple[PetriNet , Marking , Marking ]:

5

6 if "alpha_miner" == algorithm:

7 if activity:

8 parameters = {

9 alpha_miner.Variants.ALPHA_VERSION_CLASSIC.value.

Parameters.ACTIVITY_KEY: activity

10 }

11 else:

12 parameters = {}

13 net , initial_marking , final_marking = alpha_miner.apply(

14 log , parameters=parameters

15 )

16 elif "inductive_miner" == algorithm:

17 if activity:

18 parameters = {

19 inductive_miner.Variants.IMd.value.Parameters.

ACTIVITY_KEY: activity

20 }

21 else:

22 parameters = {}

23 net , initial_marking , final_marking = inductive_miner.apply(

24 log , parameters=parameters

25 )

26 elif "heuristics_miner" == algorithm:

27 if activity:

28 parameters = {

29 heuristics_miner.Variants.CLASSIC.value.Parameters.

ACTIVITY_KEY: activity ,

30 }

31 else:

32 parameters = {}

33 net , initial_marking , final_marking = heuristics_miner.apply(

34 log , parameters=parameters

35 )

36

37 return net , initial_marking , final_marking

Listing 5.4: Example of a controller action from the DiscoveryService handling the
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generation of petri nets

As mentioned above, controller actions then correspond to the underlying services in the
business layer that are exposed through @api.route(). Figure 5.1.2 below corresponds to
the implementation of the alignment functionality. Note that both an uploaded BPMN
model converted to a petri net, or a discovered process can be used as conformance
artefacts. Fitness and the alignments of traces are evaluated with the functionality from
the used process mining package PM4Py.

1

2 @staticmethod

3 def get_alignments(params: Dict[str , str]):

4

5 el = EventlogModel.query.get(params["eventlogId"])

6

7 log = xes_importer(el.file)

8

9 if params.get("modelId"):

10 discovery = Discovery.query.get(params["modelId"])

11 if discovery.file_type == "bpmn":

12 bpmn_graph = bpnm_importer(discovery.file)

13 net , im, fm = bpmn_converter.apply(bpmn_graph)

14 elif discovery.file_type == "pnml":

15 net , im, fm = import_petri_from_string(discovery.file)

16

17 aligned_traces = alignments.apply_log(log , net , im, fm)

18

19 fitness = replay_fitness_evaluator.apply(

20 log , net , im, fm, variant=replay_fitness_evaluator.Variants.

ALIGNMENT_BASED

21 )

22

23 return {

24 "data": json.dumps(aligned_traces),

25 "fitness": fitness.get("percFitTraces"),

26 }

Listing 5.5: Example of a Controller Action from the ConformanceService Used for the
Alignments Functionality

5.2 Data Layer (persistence)

For the implementation of the data layer the relational Postgres database was chosen
[149]. The reason for choosing a relational database, was the fact that event logs are
most typically structured as they come from transactional systems. The open-source
nature of Postgres, and the size of the community and good documentation were the
main contributors for the choice. An alternative, equally feasible solution might have
been e.g. a No-SQL database, such as MongoDB. Arguably, such setup might be beneficial
in systems with requirements of high scalability with and for sparsely populated, large
event logs. But this was not a requirement defined for the prototype. As concerns the
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connection between the data layer and the business layer, Flask-SQLAlchemy [150] adds
the support for the SQLAlchemy [151] Python SQL toolkit and Object Relational Mapper.
The extension was used in order to provide for a simple way to interact with the Postgres
database in the Data Layer and manipulate database tables using Python classes, objects,
and functions. As a database adapter for Python, psycopg2 [152] was applied. Finally,
Figure 5.7 provides an overview of the database schema used.

Figure 5.7: Database Schema Used in the Data Layer



Chapter 6

Evaluation

An evaluation of the proposed MeritMiner4CI approach was conducted from three dif-
ferent perspectives. (1) Qualitative evaluation using a survey with 12 cyber security and
cyber insurance experts with case study scenarios. With 7 of these participants, interviews
were conducted following the questionnaire. (2) Qualitative evaluation of the prototype
using scenarios from (1). Finally, (3) quantitative evaluation using security event logs was
conducted in order to reflect on which methods might fit which use-cases.

6.1 Questionnaire and Interviews

The following goals were defined for the survey and interviews that correspond to the
sections in the questionnaire:

• Evaluate the relevance of data-driven risk assessments and of business process per-
spective in cyber risk assessment

• Evaluate process discovery, visual analysis of process flows, and of conformance
checking via rules from the perspective of cyber risk assessment and evaluate what
impact the insight generated by these methods would have on cyber insurance pre-
miums

• Evaluate if conformance checking results influence cyber risk assessments and cyber
insurance premiums

• Evaluate how performance analysis of a security-relevant process can influence cyber
risk assessment

• Gain additional insights from brief explorative interviews with selected survey par-
ticipants

In order to allow for the timeline of the survey, the figures used in the surveys were first
generated in Jupyter Notebook in an earlier stage of the thesis, rather than implemented
in the user interface. However this should have not impact on the validity, as the impact
of metrics was in focus and not the evaluation of their implementation.

75
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6.1.1 Selection of Participants

Table 6.1 presented below shows that all of the participants hold roles in the cyber security
domain. This is given by the fact that cyber risk expertise of some was the criteria for
inclusion of participants in the evaluation. However, while some cyber underwriters took
part in the survey as well, it would not be feasible to conduct a survey with underwriters
only as the sample would be too low. Already the recruitment of cyber security experts
is highly challenging, due to limited number of potential participants. The fact that
the group of participants was more diverse does not constitute a large problem because
cyber risk assessment for insurance purposes might be conducted by different stakeholders,
including external providers, brokers, consultants etc. Participants were recruited from
professional networks, via personal network and at the CSG. And came from different
regions, including Switzerland, Denmark, the US, the UK, and one participant from India.
A complete list of participants, as well as recordings of interviews are available upon
request. Survey data is included in the repository.

6.2 Evaluation of Questionnaire Responses

Next, the questions presented to the participants are presented and their answers evalu-
ated. Relevant insights from the interviews are included directly next to the topic related
to each survey question and interpretation and short discussion provided.

Introductory Part of the Questionnaire

Question 1: Please select an option that best describes your role and area of expertise

Options offered for question 1:

• Underwriter Cyber

• Underwriter (other P&C)

• (Risk) Analyst

• Actuarial / Risk Consultant

• Insurance Broker / Agent

• Reinsurance Underwriter

• Product Manager / Specialist / other roles in Product development

• Other Cyber Security Specialist / Expert

• Other: Please input the role

Table 6.1 lists how the participants of the survey identified themselves professionally in
the first question.
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Participant # Date Role
1 2/18/2022 PhD Student on Cyber Security
2 2/18/2022 Researcher Cyber Security Related
3 2/23/2022 Other Cyber Security Specialist / Expert
4 2/25/2022 (Risk) Analyst
5 2/25/2022 Other Cyber Security Specialist / Expert
6 3/1/2022 Actuarial / Risk Consultant
7 3/2/2022 Other Cyber Security Specialist / Expert
8 3/2/2022 Other Cyber Security Specialist / Expert
9 3/3/2022 Other Cyber Security Specialist / Expert
10 3/3/2022 MSc Informatics student (with CI Educational Background)
11 3/3/2022 Insurance Domain Expert Life Health and Property and Casualty and Underwriter
12 3/12/2022 Underwriter (other P&C)

Table 6.1: List of Participants Who Evaluated the MeritMiner4CI Approach

Part 1: Business Process Perspective in Cyber Risk Assessment

The goal of the first section was to evaluate the preliminaries, such as the relevance of
the business process perspective in security, as well as the view of the participants on
quantitative analyses of behavior in security.

Displayed introduction to part 1: In the following section, you will be asked a series
of general questions regarding your views on cyber risk assessment methods and on the
analysis of process perspective in the cyber security context.

Question 2: How would you rate the importance of data mining and general log analysis
in the context of cyber risk assessment of individual companies?

Options offered for question 2:

• 1 Irrelevant

• 2

• 3

• 4

• 5 Critically important

Answers to question 2:
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Figure 6.1: Breakdown of answers question 2 of the survey

Summary and Evaluation of the Responses to Question 2:

Regarding the log analysis for cyber risk assessment, most (more than 80% of the partici-
pants) considered it critically important, or important. Some of the experts who answered
in a neutral way mentioned, for example, that they consider it as one of a whole tool-set of
methods. Note that process mining was not evaluated separately, as it was not expected
to be widely-known, therefore the term log analysis was chosen. Indeed, it was the case
that process mining was not widely known to the participants. With the exception of two
more technical participants, who had a general awareness of it. One participant was also
aware of task mining.

Question 3: How would you rate the following statement: Compared to qualitative meth-
ods (such as self-assessments, interviews, or analyses of policies), quantitative analyses
of actual behavior (from productive systems) are more likely to reduce information asym-
metries between the cyber risk analyst (e.g. IT Auditor, Cyber Underwriter, Regulator)
and the organization subjected to the analysis.

Options Offered for Question 3:

• 1 Irrelevant

• 2

• 3

• 4

• 5 Critically important

Answers to question 3:
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Figure 6.2: Breakdown of answers to question 3 of the survey

Summary and Evaluation of the Responses to Question 3:

Also, the answers to question three lean strongly towards the indication of high-relevance
of quantitative analyses of actual behavior. Please note that again, the term process min-
ing was avoided intentionally. Observations from qualitative interviews reveal that some
considered the question somewhat confusion at first, as it was, in retrospect, formulated
in a complicated way. Interviewees mentioned that they consider both types as necessary
and complementary. It can be summarised that interviews indicated a strong current
reliance on qualitative assessment. For example, one cyber risk analyst, who noted that
he worked predominantly with startups, commented on his perception that analysts can
already get a good understanding of organizations’ cyber security posture and identify
issues with a brief interview Another participant active in the healthcare domain strongly
stressed that policies are the focus of her analyses. Data availability was also identified
as a topic of concern.

Question 4: How would you rate the following statement: ’Investigating how internal
processes of a given company operate is crucial for cyber risk assessment.’

Options Offered for Question 4:

• 1 Strongly disagree

• 2

• 3

• 4

• 5 Strongly agree

Answers to question 4:
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Figure 6.3: Breakdown of Answers to Question 4 of the Survey

Summary and Evaluation of the Responses to Question 4:

The answers to question four depicted in 6.3 showcase unanimous strong agreement on the
relevance of business process perspective. This was also clear from qualitative interviews.
For example, one cyber risk analyst, mentioned the relevance of incident management and
incident response process, help-desk process, as well as disaster recovery.

Part 2: Process Discovery

The next section covers the first scenario that involves process discovery and visual analysis
of rules (as a simplified method of conformance checking). Please note that the rules for
the data flow are inspired by [124] who proposed an approach to security audits, but
both the rules, as well as the data set were adjusted (to be visually interpretable) to fit
the scenario better. For example, to make the scenario simple for brief questionnaire, all
data in the flow was considered sensitive. The adjusted event log used to generate the
visualisation with heuristic miner from the pm4py library is available in the repository.
The source for confidence factors displayed was policy retrieved from [135] that correspond
to the 3.

Displayed introduction to part 2: In the following section, you will be asked to provide
your cyber risk assessment based on visual analysis of process map generated by a process
discovery algorithm.

Case Study Scenario 1: Insider-Threat Detection - Suspicious File Operations

Description Presented to Participants:

Let’s pose the following set up. As a risk analyst, you are tasked with assessing the
cyber risk associated with underwriting a Cyber, Privacy, and Network Security Liability
coverage for a private bank. You decide to investigate the flow of sensitive data in the
bank.
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The IT Compliance responsible of the bank is convinced that their handling of sensitive
data runs in a compliant way and provides you with a policy document with the following
information on rules that should be followed, that he believes proves compliance:

Rule 0 (start event): Employees begin the day by retrieving the data they need for their
responsibilities from a back-up machine. In the unit that you are analyzing, all data
retrieved from the machine is considered sensitive.

Rule 1: Users that are part of the same team (e.g. team-1_user-1 and team-1_user-4)
can share files with one another directly, but communication between teams needs to go
through and be recorded in a communication hub of that team (e.g. communication-

hub_team_1)

Rule 2: It is strictly forbidden to share sensitive data in a public system ( denoted with
’P ’)

Rule 3: Data is eventually backed up from the communication hubs to the ’back-up
machine’. As you want to verify the claim of the IT Compliance responsible, you decide
to analyze the event log generated by mining the workstations of the employees. You
apply the process discovery method (heuristic miner) on the log and generate the following
visualization (process map) of how files move across the organization. Please kindly review
it and answer the questions below.
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Displayed visualisation: Process Map Discovered with Heuristic Miner

Figure 6.4: Process Map Generated with Heuristic Miner, based on a Dataset Retrieved
from [153]

Question 5: For which of the following rules can you identify violations, based on your
interpretation of the process map:

Options offered for question 5:

• Rule 1: Communication between teams needs to go through and be recorded in a
communication hub

• Rule 2: No sharing of data in public systems

• Rule 3: Mandatory eventual back-up of communication hubs

• For none of them



6.2. EVALUATION OF QUESTIONNAIRE RESPONSES 83

Answers to question 5:

Figure 6.5: Breakdown of Answers to Question 5 of the Survey

Summary and Evaluation of the Responses to Question 5:

The idea of this question was to provide the simplest possible representation of an analysis
that could be easily interpretable and would not require too much detail. It was intentional
that no information on interpreting the graph was provided at first. From the objective
perspective rules 1 and 2 can be considered violated. Rule 3 was not violated as both
hubs were backed-up (as you can see on the graph) eventually. As you can see, 11 out
of 12 participants, the vast majority, could (correctly) identify violation of rule 2. With
rule 1, the number of correct responses was 9, which can be traced back to the relatively
higher complexity of checking the rules. On the contrary, the rule that in reality was not
violated was marked as such in only 2 cases. In summary, the results strongly indicate
that visual abstraction of process flows using process discovery can be interpreted by
security experts. The next key question investigates how this finding translates to rating
of confidence factors.

Question 6: In case you identified any of the violations outlined above, what (if any)
influence does this have on your assessment of the following confidence factors (made
available by the Chubb Reinsurance Company)? Note: A positive assessment would
potentially lead to a premium discount, whereas a negative assessment to a premium
increase.

Options Offered for Question 6:
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Coverage-
specific
modifier

Significantly
more favor-
able rating

Slightly
more favor-
able rating

No influence
/ no differ-
ence in rat-
ing

Slightly less
favorable
rating

Significantly
less favor-
able rating

Handling of
sensitive in-
formation)
Backup or
Mirror Pro-
cedures
Compliance
with privacy
regulations
Risk Man-
agement
Controls
Employee
Training
System
Management

Table 6.2: Answer Options to Question 6, Relating to Confidence Factors from Actual
Policy, Multi-Line Single-Choice Selection [135]

Answers to Question 6:

Figure 6.6: Breakdown of Answers to Question 6 of the Survey

Summary and Evaluation of the Responses to Question 6:

In the next question, the participants were asked to express, given the findings from
question 5, their rating of a confidence factors from a selected policy from [135]. This
was designed to clearly identify a connection between a process mining analysis and a
risk assessment impacting a premium. As you can see in Figure 6.6. For 10 out of
12 participants, the analysis would be either a red flag, or trigger further investigations
about handling of sensitive information; a similar result can be observed for compliance.
On the other hand, the results about confidence factors related to backup policies are
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less conclusive, but leaning towards a positive influence given the finding that the backup
policy could be verified. An interesting outtake from the interviews was that some experts
had difficulties applying a data-driven perspective. The participant who rated all options
positively explained that he considered more the existence and validity of the policy, rather
than the picture offered by the analysis of the system.

Question 7: Please rate the following statement: Providing visual abstractions of process
flows is a viable way to enable business users to conduct simple cyber risk assessments
based on rules.

Options Offered for Question 7:

• 1 Strongly disagree

• 2

• 3

• 4

• 5 Strongly agree

Answers to question 7:

Figure 6.7: Breakdown of Answers to Question 7 of the Survey

Summary and evaluation of the responses to question 7: Finally, participants were
asked explicitly to express their opinion about the method as displayed in Figure 6.7.
The results can be interpreted as follows: the validity of the method could be confirmed,
but with limitations. These include the fact that the scenario was rather simplistic and
the complexity of such analysis in a real-life setting would be much higher.
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Overall Summary and Evaluation of Scenario 1:

The first scenario indicates that process mining analysis can influence ratings of risk
relevant for cyber insurance and the majority of analysts can interpret process mining
results without larger difficulty, as evidenced by the fact that violations could be identified
in the majority of cases. Indeed, it seems to be the case that analysing processes with
process mining methods provided an additional perspective to the analysts.

Part 3: Process Conformance

The next section moves on a somewhat more complex scenario involving conformance
checking of an IAM (Identity Access Management) process using a reference process de-
picted in [112], in order to ensure feasibility of the scenario and relevance of the analysis.
The notion of comparing traces in an event log with prescribed formal process. This
scenario is also the focus of the summary on case study prototype implementation below.

Introduction to Part 3 Displayed to Participants:

In the following section, you will be asked to assess a simplified scenario in regard to the
impact of the findings on your assessment of the cyber risk (modifiers) associated with
the process.

Case Study Scenario 2: Identity Access Management, scenario setup displayed to the
participants

Let’s assume the following scenario. You are provided with the following reference process
model by the IT Security team of a major hospital, that reflects their defined Identity
Access Management (IAM) practice. Your task is assessing their cyber security posture
for the purposes of cyber insurance under time and resource constraints. For the purpose
of assessing their access controls, you decide to check whether the prescribed model holds
in practice. You therefore decide to extract an event log merging all events from the IAM
Tool, Account Store (AD) and Credential store and to check whether that process holds
in reality. Please rate the series of statements below, which present you with findings
generated by a conformance checking analysis.

Displayed visualisation: Reference model of the IAM process provided by the company
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Figure 6.8: Displayed Visualisation for Case Study Scenario 2, reference model based on
[112]

Scenario 2, Step 1: Checking Fitness of the Model Against the Event log

First, you decide to use an automated tool convert the prescribed model to a computer-
readable format (i.e. petri net) and using automated conformance checking method
(token-based-replay) test, whether the process instances in the EventLog conform to the
model. You find out that only 40% of the process instances recorded in reality can be
explained (replayed in) the model. In other words, the model allows for only 40% of the
instances recorded.

Question 8: What impact on your perception of the IAM process does the low fitness of
the model have on your perception of the business process from the cyber risk perspective?

Options offered for question 8:

• 1 No impact / inconclusive / not-interpretable

• 2

• 3

• 4

• 5 Points at increased risk
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Figure 6.9: Breakdown of Answers to Question 7

Question 9: OPTIONAL: Please shortly comment on your perception of risk based on
the metric (participants without responses excluded from the listing)

Response from participant #2: Researcher Cyber Security Related

Certainly a model that is not totally being explained in its full capacity, raises alerts on
potential vulnerabilities. Thus, there ”might” be risks in any of those processes or the
intercommunication between them.

Response from participant #3: Other Cyber Security Specialist / Expert

Low fitness indicated to me poor Capability Maturity Model and lack of automation and
process definition, which warrants instances of mistakes and inaccuracies.

Response from participant #5: Other Cyber Security Specialist / Expert

The integration between IAM, credential store and account store is very loosely defined.

Response from participant #6: Actuarial / Risk Consultant

IAM model as depicted in the Figure is perfectly fine but if the model is recording only
40% instances, it means that there is either a problem with model implementation or
Conformance method is not appropriate.

Response from participant #7: Other Cyber Security Specialist / Expert

User and Owner roles of User Management System are not perfectly coupled and hence
driven by a security policy pointing to considerable risk metric.

Response from participant #8: Other Cyber Security Specialist / Expert

I do not really understand the question. However, only 40% can be explained means that it
statistically is impossible to determine the size of the problem. There is something wrong
with the control.

Response from participant #9: Other Cyber Security Specialist / Expert
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It depends. The 60% gap suggest a process deficiency. However, that 60% would need
to be investigated to understand whether there is any additional risk being introduced i.e.
users bypassing processes, unauthorised logins/use of applications etc. Equally, the 60%
could be normal ”noise” which simply isn’t aligned with processes.

Response from participant #10: MSc Informatics student (with CI Educational Back-
ground)

IAM systems as such constitute an important play an important role on companies to
protect an secure sensitive data/information. Violating rules or having a high % of flaws
in this system means being highly exposed to cyber risks. It can even escalate depending
on the amount of users the organization has and the type of information being shared.

Response from participant #12:Underwriter (other P&C)

The prescribed model allows more than half of the information going unrecorded and we
need to analyse the impact of this on hospital administration policies and handling sensitive
data of hospital which could impact on hospital authorities and may call for compliance
penalty and chances of automation fault also need to be analysed.

Summary and Evaluation of the Responses to Question 8 and 9:

As the responses to questions 8 and 9 clearly show, 9 out of 12 participants evaluated the
fitness metric with either 4 or 5, meaning it would negatively influence their risk assess-
ment and increase premium. The responses to the follow-up question clearly validate the
relevance of the process mining metric. However, explainability and choice of conformance
method remains a question.

Case Study Scenario 2, step 2: You investigate further and, using conformance checking
techniques, identify that the low trace fitness can be traced back to a high number of
process instances skipping the steps in the IAM system altogether. You identify that
20% of the cases start with manual User Deletion, or manual User Creation events in the
Account Store, which is in direct violation of the policy.

Question 10: What Impact does the [ADDITIONAL] Information in step two have on
you Assessment of the IAM Process from the Risk Perspective?

Options offered for question 10:

• 1 No impact / inconclusive / not-interpretable

• 2

• 3

• 4

• 5 Points at increased risk
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Answers to Question 10:

Figure 6.10: Answers to Question 10

Summary and Evaluation of the Responses to Question 10:

As concerns the interpretation of the answers to question 10, it can be considered that it
provides further validation for the proposed checking method. Over 90% of participants
would rate the risk higher, given additional information.

Question 11: What (if any) impact would the limited information have on your assessment
of risk modifiers that might have positive / negative impact on cyber insurance premiums?
(modifiers by Chubb Reinsurance)

Options Offered for Question 10:

Coverage-specific
modifier

Significantly
more fa-
vorable
rating

Slightly
more
favorable
rating

No influ-
ence / no
difference
in rating

Slightly
less fa-
vorable
rating

Significantly
less fa-
vorable
rating

Network Security
Risk Management
Controls
System Management
Network Access Con-
trol

Table 6.3: Options Offered to Question 11

Answers to Question 11:
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Figure 6.11: Breakdown of Answers to Question 11

Summary and Evaluation of the Responses to Question 11:

When asked about the specific risk modifiers, for risk management control, 7 participants
would conduct more in-depth investigation of the matter. From the Network Access
Control modifier perspective, half of the participants saw the findings as red flags and for
three more, this would lead to further investigations, the results there indicate the validity
of the conformance measure. One of the participants who rated the risk more positively
then explained, in the follow-up interview, that he considered the existence of the model,
rather than the actual executions.

Overall Summary and Evaluation of Scenario 2:

In summary, scenario 2 is in line with my hypotheses. The answers validate the developed
concept. The main limitation is the black box nature of the conformance method that
needs to be trusted. Discussion on this takes place in the quantitative evaluation.
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Section 3: Process Enhancement for Cyber Security

Introduction to part 4: So far, we have focused on applying process mining to de-
tect anomalies and to identify threats. In the final scenario, we will focus on process
enhancement and performance analysis of security-relevant processes.

Case Study Scenario 3: IT Incident Response - Major Car-Maker

For the final scenario, we will consider the Incident Management Process (containing
events from Acceptance to Resolution) based on a real-life process model and event log.
Details are intentionally abstracted away for the purposes of the scenario.

The car manufacturer has a globally defined Incident Management process, which is ex-
ecuted by subsidiaries across the world. In the scenario, we will observe three different
countries, which are supported by dedicated local teams. Those teams, however, aim to
follow the globally defined process and are otherwise independent of each other.

The set-up of the case study is that we want to rate the risk modifiers, taking the relative
posture of other subsidiaries into consideration.In the scenario, we assume that the car
manufacturer might arrange a separate cyber insurance agreement for each subsidiary.

The EventLog has been processed, discovery and conformance checking techniques ap-
plied, as well as process statistics generated.

Based on the summary of metrics generated below, please fill out the table below. In the
open part of the interview, you will be asked on the reasoning behind your choices.

Displayed Visualisation: Summary of the metrics generated with automated process anal-
ysis.

Figure 6.12: Displayed Visualisation for Case Study Scenario 3

Question 12: Based on the information from the table. Please indicate how you would rate
the risk modifiers (as per the Chubb cyber underwriting manual) for Germany relative to
other subsidiaries.

Options offered for question 12:
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Coverage-specific modifier Significantly
more fa-
vorable
rating

Slightly
more fa-
vorable
rating

No influ-
ence / no
difference
in rating

Slightly
less fa-
vorable
rating

Significantly
less favor-
able rating

Incident Response Plan-
ning
Risk Management Controls
Centralised Processes and
Procedures
Employee Training
Training and Education
Disaster Recovery

Table 6.4: Options Offered to Question 12

Figure 6.13: Breakdown of Answers to Question 12

Summary and Evaluation of Scenario 3 (Question 12):

The last scenario focused on testing the impact of process performance indicators of a
security-relevant process on a cyber risk assessment from the relative perspective. The
pink bar in Figure 6.13 corresponds to Significantly less favorable rating and was, with one
exception, the most selected option for all presented confidence factors. The qualitative
interviews then explored which metrics were considered, rework, fitness, case duration and
number of variants were all mentioned in the interviews as contributors to the negative
ratings. It seems to be the case that fitness of traces in the IAM process was indeed
considered relevant, when they were used to reflect on the validity of the policy.

6.3 Case Studies in the Prototype

Case Study Scenario 1: Insider-Threat Detection - Suspicious File Operations

The subject of case study scenario 1 was evaluation of a data flow as outlined above,
the following summary briefly show how the scenario can be implemented. A similar
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approach was proposed by in security auditing context by [124] and further investigated
by [125]. An event log of data flow in an organisation was first retrieved from [153] and
then adjusted for easier interpretability. The following procedure outlines how the case
study can be executed in the prototype in the following way.

First the event log containing the events in relation to the data flow in the bank can be
uploaded and associated with a profile and a business process.

Figure 6.14: Setting up Event Logs for the Case Study Scenarios

Next, the visualisation based on the heuristic miner algorithm can be generated and
displayed, which can be used to identify the rule violations.

Figure 6.15: Discovered Model for the First Case Study
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Finally, process statistics can be generated. Thus covering scenario 1 directly in the
prototype. Rating of confidence factors will be presented for the second scenario and
work analogously for the data flow and will not be presented separately in this section.

Figure 6.16: Generating Statistics in the Prototype, incl. Handover of Work Visualisation

6.3.1 Case Study Scenario 2: Identity Access Management

For the second scenario to be implemented, the reference process presented in the survey
needed to be formalised in the BPMN 2.0 notation. This BMPN 2.0 file was then used
to generate aa event log containing anomalous traces in line with [112]. The dataset is
provided in the repository, together with configuration and the BPMN 2.0 process. The
BPMN file is too large and complex to visualise in the document, therefore it is provided
in the original for as an attachment.

Once both the log with anomalous traces and the BPMN process that was modelled is
uploaded. A conformance check can be conducted on the conformance page, effectively
outputting the corresponding low fitness value given because the log contains events not
reflected in model - events reflecting escalation of privileges and creations of accounts that
skip the process steps the model expeced in the IAM system (events only occur in the
Account Store). A drill-down can be conducted to identify which events do not fit the
model using the table.
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Figure 6.17: Execution of the IAM Case Study on the Conformance Page

Finally, for both case studies, once the Cyber Risk Analysis Workflow is finished, the Cy-
ber Risk Assessment Workflow can start and confidence factors can be rated. Figure 6.18
showcases an example rating in line with the proposed approach. Lastly, the dashboard
can be displayed, reflecting an overview of risk modifiers related to processes.

Figure 6.18: Underwriting Dashboard Preview For the Case Studies
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6.4 Quantitative Evaluation

For quantitative evaluation, evaluation of different discovery algorithms are evaluated
using different model quality dimensions that exist in process mining. Event logs from
BPI challenge 2013 (reflecting incident and problem resolution processes) as well as a
help-desk event log. Additionally, the event log from BPI challenge 2012 was used as
well. On overview of the BPI challenge event logs can be found in [154]. The goal of
the quantitative evaluation was to provide an overview, of what quality metric values we
can expect from different discovered process modes and to show that they are conflicting
criteria; the evaluation takes a relative perspective. The cross-validation method splitting
on case ids does not aim to generate insights in absolute terms.

The following metrics were evaluated and can be summarised as follows. A deep investi-
gation of the metrics is offered by e.g. [84].

• Fitness - how much the model of the behavior in the log can the model explain.

• Precision - how much of the behavior allowed by the model is present in the log

• Generalization then measures how many components of the model are present in
the event log, some of them can be used infrequently in the actual log that means
too general

• Simplicity - how complex is the model.

For implementation of the evaluation, the pm4py.algo.evaluation package is applied [98]. A
script in the form of a Jupyter notebook was developed to use a K-means cross-validation
[155] approach to split the event log into a discovery log (on which algorithm is applied to
discover a model, corresponds to train) and a test log, which is then replayed in/aligned
with the discovered model. The logic of the evaluation is available in the repository. For
each metric the values are then averaged for each combination of algorithm , method and
log. Please note that in process mining, the procedure needs to be interpreted carefully
and should not be understood in the same way as n the machine learning domain. In
general, because event logs can contain noise, cross validation is a good choice, if we
want to evaluate process mining algorithms in an objective way. However, one of the
problems with cross validation in evaluation of process mining algorithms is the lack of
negative examples. Event log on it’s own does not provide an indication which behavior
is desirable and which not. The following can be concluded: process mining is, in the
security domain, not a purely quantitative method. It’s best applied together with do-
main knowledge that can be applied , e.g. for deciding how to identify desirable traces.
The following table demonstrate how different process discovery algorithms perform from
different perspectives.
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Figure 6.19: Process Mining Evaluation Criteria for the BPI Challenge 2012 Dataset of
Loan Applications

Figure 6.20: Process Mining Evaluation Criteria for the Event Log Containing Closed
Problems

Figure 6.21: Process Mining Evaluation Criteria for the BPI Challenge 2013 Event Log
Reflecting the Incident Management Process
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Figure 6.22: Process Mining Evaluation Criteria for the Helpdesk event log

To summarise the results, my interpretation is the following: which algorithm and con-
formance to apply when should be decided based on the fundamental business goal and
by reflecting on the event log from the business process perspective. In the cyber security
domain, we might, for example, want to cover anomaly detection use-cases, or analyse
the performance of processes, as is reflected in the chapter outlining the MeritMiner4CI
approach.

Let’s assume the following. We might decide to apply filtering on an event log and divide
cases (analogously to supervised learning) into anomalous and normal traces. Then, we
would apply a discovery algorithm on the filtered event log with the goal of discovering
a model against which we would check new incoming traces and decide whether they are
anomalous, based on trace fitness. In this case, inductive miner (as we can deduce from the
tables above) would give us the guarantee that all the previously filtered conform cases are
considered in the discovered model, presumably leading to higher accuracy (as all desirable
behavior could be explained, if the categorisation was correct). Again, the approach would
work best together with a domain expert, or some type of machine learning method
providing for the categorisation of which traces are desirable (by the means of some
optimisation goal, e.g. cyle time, cost, etc.)) and which are anomalous in order to filter a
log for a generation of a best-practice model and possible of a model of violations as well.

But anomaly detection is not the only use case. In other scenarios, we might just want
to observe the simplest possible model that explains certain process good enough. For
example, we might want to focus only on the most important steps when analysing a
helpdesk process with the goal if finding performance optimisation potential. As you can
see from my results, the heuristics miner seems to be a choice providing for a good balance
between quality criteria, but it does not guarantee soundness, see e.g. [79]. This manifests
itself in the NaN values as alignment-based conformance checking requires a sound model.
In summary, it is clear that the quality criteria are competing.



100 CHAPTER 6. EVALUATION



Chapter 7

Discussion and limitations

Let us briefly summarise the results of all applied methods to validate the proposed ap-
proach. From the perspective of the survey, it was clearly demonstrated that taking the
process perspective is relevant. Process mining analyses were to a significant extent able
to influence the ratings of established confidence factors once inconsistencies with ex-
pected behavior were identified, thus indirectly leading to premium penalties or rebates.
Therefore, process mining can support self-protection auditing in line with the proposals
by [134] and contribute to addressing the fundamental insurability issues of cyber risk
that were reviewed in the background. Supporting evidence was generated that both con-
formance of processes and performance is relevant to rate cyber security posture, specific
scenarios with industry applicability were constructed. These scenarios were then proven
to be technically feasible by demonstrating how they can be executed in the designed
and developed prototype covering all the steps in the proposed MeritMiner4CI approach.
Finally, a brief reflection on process mining algorithms investigated their different quality
metrics and evaluated when which of them might be applicable.

As concerns the limitations, it is clear, in line with [53] that there is no universally ap-
plicable risk assessment method for all scenarios and all types of organisations. There
are vast differences in the relevance of different methods across company sizes. Funda-
mentally, the underwriter or the cyber risk analyst would decide on the approach and, of
course, the incentives must be in place for the organisation to agree to be subjected to
this type of security “health check”. However, this also has a second aspect to it. If the
organisation agrees, it might be a strong signal that adverse selection, as issue identified in
he background chapter, is not taking place. Currently, in the segment of large enterprises,
which were the implicit focus of this thesis (as their scale is more suitable for the appli-
cation of process-mining methods), ’cyber risk analysis is a people business’, as one of the
underwriters that was interviewed in [12] pointed out. Underwriting meetings take place,
questionnaires and expert judgements are applied and this thesis does not see them as
replaceable by process mining methods. Instead the approaches are complementary. Re-
lated to that, typically process-specific, organisational and domain knowledge is required
to interpret process mining results, limiting the potential for high-levels of automation of
such analyses. In many cases, process mining would simply serve as a starting point for
further investigations (often, experts indicated that process mining results would trigger
further investigations). Finally, availability of reliable event logs, as well as of formal
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process models is still limited, and data integration and data quality remain an issue, as
pointed out e.g. by the survey in [97]. This limitation also manifests itself in the scenar-
ios, which were intentionally constructed with focus on simplicity and relevance for cyber
insurance and not from the perspective of the depth of the analysis. The same is true for
the prototype, which was designed in a limited scope, focusing on the fundamentals of
the proposed approach.



Chapter 8

Summary, Conclusions, and Future Work

The main goal of the thesis was to explore the applicability and role of process mining
methods in cyber insurance. Based on the conducted literature review, this thesis seems
to be the first work explicitly making the connection with the fundamental challenges of
cyber insurance and the potential process mining has to support their mitigation. The
thesis clearly answers the question both by evaluating the proposed approach with experts,
as well as by proving the technical and methodological feasibility with a proof-of-concept,
which, in addition, integrates with other relevant cyber risk assessment projects from the
CSG group (e.g., SecRiskAI and MENTOR) that cover the complementary perspectives
of assessing the risks related to external cyber attacks that process mining in not well
suited to tackle. Also, a mapping of process mining to fundamental challenges of the
cyber insurance market and it’s current practices, actors and methods. This is done by
taking a structured approach and following a clear methodology that proposes methods
that cover both process discovery algorithms and conformance checking, to use for specific
coverage types and the rating of their relevant confidence factors.

As this thesis has demonstrated, it needs to be pointed out that process mining is suitable
to identify whether there are issues and how the actual executions of relevant processes
differ to the expectations of the organisations as reflected in policies, models, regulatory
guidelines or informal description. However, on it’s own, process mining has only limited
potential to help explain the discovered conformance and performance issues. This is why
the rating of confidence factors is proposed in the MeritMiner4CI approach to be kept
manual and based on expert judgement as it fits with the current assessment practices
in cyber insurance very well. In the future, different paths could be taken to explore the
root-cause analyses of security issues and to make a link between the process perspective
and protection recommendations such as those provided by MENTOR for external cyber
attacks. This could serve as a basis for new cyber insurance products integrating these
methods to support not only risk transfer, but also risk mitigation and process improve-
ment. As concerns the perspective of developing more advanced process-mining analyses,
combining process mining with machine learning methods shows promise for a number of
different scenarios. These range from root-causes analyses of process inefficiencies, correc-
tion recommendations, detecting anomalous behavior by clustering traces to automated
event log generation. Combining the perspectives of multiple processes in one process
mining analysis seems to be an interesting direction for cyber risk assessment as well.
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An interesting research stream that should be explored in the future is the usage of process
mining for the quantification of security and for the development of process benchmarks
and best practices that the processes of the prospective insureds could be compared against
and that would provide a relative perspective and thus more interpretavility. Different
existing risk-management libraries could be formalised in process security indicators that
could be applied more universally and objectively. The starting point, that one can start
seeing in the process mining domain, is the benchmarking of processes at the industry level
that are supported by standard software. In the case of cyber security, it is estimated that
cyber insurers could play a significant role, as they might provide incentives for process
improvement with the premium differentiation mechanism.
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ETL Extract, Transform and Load

ERP Enterprise Resource Planning
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ISO 27001 (also known as ISO/IEC 27001:2013) is the international standard for information security

ITIL Information Technology Infrastructure Library

LTL Linear Temporal Logic

MVP Minimum Viable Product

NIST National Institute of Standards and Technology

OECD Organisation for Economic Co-operation and Development

PAIS Process-Aware Information System

PCI Property Casualty Insurers

PM4Py Process Mining Package for Python

PMC Proactive Mitigation Cost

PPIs Process Performance Indicators

RPA Robotic Process Automation

SOX Sarbanes-Oxley Act of 2002

RMC Reactive Mitigation Cost

SP Service Provider Company
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Appendix A

Installation Guidelines

The repository contains a README.md that also provides further details on how to set-
up the prototype. The prerequisite for the installation of the prototype to have access to
the GitHub and also the latest version of Docker (https://www.docker.com) installed.

The steps can be summarised as follows:

Step 1: Access Github and clone the repository at https://github.com/viktor-matejka/
meritminer4cyberinsurance.git.

The repository also contains documentation on the installation.

Step 2: Once you have cloned the repository, navigate to the ./meritminer4cyberinsurance
folder and execute the following steps. Create .env file using the .env.example in the folder
as template, by removing the .example extension.

Then, in your terminal, execute the following commands:

1 docker -compose up -d

Listing A.1: Run docker-compose

1 docker -compose run api sh -c "flask db upgrade"

Listing A.2: Create database

1 docker -compose run api sh -c "python manage.py seed_db"

Listing A.3: Create first user for the database

1 docker -compose run api sh -c "python manage.py seed_profiles"

Listing A.4: Prefill Database with Example Profiles

Now you should be able to access the user layer (frontend) here running at (http://127.
0.0.1:3001). Accessing (http://127.0.0.1:8000) from the browser then displays the
Swagger documentation of the API. Datasets for testing are available in the examples-for-
prototype-testing folder. Apart from .XES files reflecting event logs, a .BPMN process is
available to test the conformance checking functionality of the IAM scenario.
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Appendix B

Contents of the Repository

The repository contains the following content:

1. Application source code

2. In the additional content folder, you can find

• Configurations used for synthetic log generation

• Datasets for prototype testing

• Datasets for quantitative testing with evaluation script

• Implementation of the MeritMinerCI Approach BPMN

• Script used for quality metrics in quantitative evaluation

• Survey questionnaire and data

• Modelled reference process for the IAM conformance chacking use case

• Underwriting Manual for reference regarding confidence factor rating
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