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Bias and Discrimination in Machine Learning

Abstract

Phrases such as biased AI or discrimination through machine learning have started ap-
pearing more and more in mainstream and social media. The AI industry is boom-
ing and an increasing number of decisions are being made by machines. Some-
times these decisions are perceived as ethically or morally wrong by society, which
causes the algorithms that made these decisions to be labeled biased. But what does
biased actually mean and when is it justified to speak of discrimination through
machine learning? This thesis aims to examine bias and discrimination in machine
learning more closely, provide a well formulated definitions of these terms and de-
termine possible ways through which a machine learning algorithm could become
biased during its development. Finally, the fairly new topic of machine learning in
education is used to illustrate the possible consequences of using biased machine
learning algorithms in schools.
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1. Introduction Bias and Discrimination in Machine Learning

1. Introduction

Machine learning algorithms have gotten considerably more powerful and conse-
quently, more popular. The media are full of examples of new exciting technologies
which use machine learning to deliver better performance, relay more information,
or better adapt to the user. Century, an artificial intelligence learning platform by
a British start-up of the same name, uses machine learning to gather information
about students skill-levels in different subjects, how to help them to learn new
things effectively and then uses this information to build a learning environment
which is tailored to each individual student [1]. Instagram takes advantage of ma-
chine learning algorithms capabilities to process massive quantities of data to per-
sonalize each user’s feed, complete with personalized advertisements which are
more relevant to the user. The algorithms are also used to identify and remove
spam comments and fight cyberbullying [19]. These are just two examples of how
machine learning is used in every-day applications to benefit the user and/or the
company behind the algorithms.

However, even though the examples mentioned above seem to have an all-around
positive impact on the people using it, the increasing use of ubiquitous machine
learning algorithms is not without its downsides. Several ethical and regulatory
concerns have been raised, including questions of data privacy, sustainability and
fears of discrimination. Since the domain of machine learning is still quite new
but nonetheless already very broad, this thesis will focus on the aspect of discrim-
ination. Especially the potentials for bias during the development, training and
application of machine learning algorithms are examined in detail. The goal is to
provide a review of different definitions of bias and discrimination and to evaluate
what constitutes a precise and critically reflected definition of those terms. Build-
ing on these definitions, an overview is to be realized which shows possible ways
through which a machine learning algorithm could become biased and what the
consequences of said bias are. This overview is realized as a general process model
which describes all steps in the realization of a machine learning algorithm, start-
ing with its inception and ending with the application and its output. The model
is then used to examine a machine learning-based learning platform for potential
sources of bias and how its creators could deal with them. Additionally, other
machine learning-powered applications in the education sector, which are mostly
used in China, are analyzed for their potentials for discrimination against students.
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2. Definitions Bias and Discrimination in Machine Learning

2. Definitions

This section contains definitions of terms which are essential to the understanding
of this thesis. Some of the more complex terms are explained very superficially
since an in-depth technical description lies outside the scope of this thesis. The
definitions are only as detailed as is necessary for the understanding of the rest of
the thesis.

2.1. Algorithm

Generally speaking, an algorithm provides a step-by-step method to solve a prob-
lem. Today, it is mostly associated with computer or mathematical operations such
as data processing, manipulation, calculation or sorting [32].

2.2. Machine Learning and Machine Learning Algorithms

In laymen’s terms, Machine Learning (ML) algorithms process large amounts of
data to find patterns. These patterns can then be used to make an educated guess
of what would also fit the patterns. A good example are recommendation systems
which gather information about the user’s behavior and preferences and use that
to recommend content which the user might also find interesting [10].

ML can be classified as a subfield of the much broader field of Artificial Intelligence
(AI) which encompasses:

• Computer Vision
• Robotics
• Speech Processing
• Natural Language Processing (NLP)
• Evolutionary Computations
• Machine Learning/Neural Networks [28]

These subfields are not entirely separate disciplines but often work in conjunction
to solve a problem. For example, ML tools are often used to complete NLP pro-
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2. Definitions Bias and Discrimination in Machine Learning

cessing tasks by improving an algorithm’s ability to parse large amounts of plain
text data and automatically get insights from it [26].

Figure 1: Intersecting subfields of artificial intelligence [26].

The subfield of machine learning can be further divided into different types of ML
algorithms and techniques, with one such technique being neural networks/deep
learning. ML algorithms can be broadly organized into the following four cate-
gories:

1. Supervised learning: The algorithm is trained on a data set with access to the
correct responses. It can then generalize from this data set to respond correctly
to any possible input [20].
2. Unsupervised learning: The algorithm is trained on a data set where the cor-
rect responses are not known and it attempts to find parallels between different
inputs so that it can group similar inputs together [20].
3. Reinforcement learning: The algorithm is trained on a data set where the cor-
rect responses are known but it doesn’t have access to them. It is informed when
it gets an answer wrong, but not how to correct said answer. The algorithm then
has to try different approaches to try and figure out how to get to the correct
answer [20].
4. Evolutionary learning: An initial generation of algorithms with different char-
acteristics is initialized and tested on a problem. The performance of each algo-
rithm is evaluated and the top (usually top two) performers are selected as a ba-
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sis for the next generation. Using the members of this "parent" generation, new
"children" with a mixture of the parent’s characteristics are created and tested on
the same problem. This process is repeated until a predetermined performance
value is reached [30].

According to Rechenberg and Pomberger, there are three fundamental techniques
which are used under the aforementioned categories [24]:

Inductive reasoning: A data set of well defined, observed cases is used to try to
derive universally applicable knowledge by generalizing from the observed cases.
This approach is often used by banks to decide whether or not to give a loan to
a customer. The system is trained on a data set of past applications for loans
with many positive (loan granted) and negative (loan not granted) examples, from
which it needs to identify the attributes which characterize the positive and neg-
ative cases respectively. This can be accomplished by providing the system with
an attribute-value-list of the known examples from which the system can derive
these typical attributes. Once this step has been completed, the system can then
be fed with new cases for which there doesn’t exist an attribute-value-list and the
system can assess whether or not a loan should be granted based on the attributes
of the case and the knowledge it has gained on the importance of these attributes
[24].

Case-based reasoning: With this approach, the typical aspects of a problem and its
solution are stored as a case. The basis for case-based reasoning is a large number
of different cases which the ML system can use to compare new cases to. When
such a new case is provided to the system, it searches its database for a similar
case based on predefined similarity measures. Once a similar case has been found,
the system tries to adapt it to the new case to see whether this leads to a solution.
Successful attempts are stored in the database so that they can be compared with
new cases in the future. Unsuccessful attempts are also stored in the database to
prevent the system from making the same mistake again [24].

Neural nets (deep learning): This is by far the most complex of the three tech-
niques and aims to simulate the human brain as a set of neurons which are linked
by synapses. A neural net is made up of multiple layers of neurons with the sim-
plest nets only consisting of an input and an output layer. The neurons of the input
layer are connected to an arbitrary number of neurons in the output layer but not
to neurons in the same layer. More complex neural nets have further hidden layers
between the input and output layer. This is called deep learning. Looking at an in-
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dividual neuron, all it does is calculate a weighted sum of all inputs – the weight of
each input is defined by the synapse through which the input is fed to the neuron –
which runs the sum through a function and passes the output on to a neuron in the
next layer. Neural nets are trained with labelled data sets through which they learn
to recognize patterns which determines the weights of the synapses delivering the
inputs to the individual neurons [33]. The following figure shows a simple neural
net:

Figure 2: A simple neural net with one hidden layer (own representation based on [4]).

This is a very high-level definition of neural nets since an in-depth technical ex-
planation is beyond the scope of this thesis. Neural nets have rapidly become one
of the most widely used implementations of machine learning which is why they
were used as the basis for all further analysis of ML in this thesis.
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2.3. Bias

The Oxford Dictionary of English contains various definitions of the term bias, with
the following two having some relevance to the context of ML algorithms:

1. "A systematic distortion of a statistical result due to a factor not allowed for in its
derivation."
2. "Inclination or prejudice for or against one person or group, especially in a way con-
sidered to be unfair." [27]

From these definitions, it is already apparent that the term bias can be used to
describe very different concepts. These two concepts are therefore discussed sepa-
rately in the following sections.

2.3.1. Bias – The statistical view

How the concept of statistical bias has been used in the context of ML has changed
significantly over the years.

According to Tom Mitchell, who was one of the first people to use the term bias in
the context of ML, bias is nothing more than a "[...]basis for choosing one generaliza-
tion over another, other than strict consistency with the observed training instances." [21].
This means that bias is used to give more weight to (or exclude) certain features
in the data set which allows the algorithm to generalize beyond the initial training
data set. If there is no bias, the algorithm will memorize the correct answers for the
training data but will not be able to perform better on average than an algorithm
which chooses an answer randomly.

More recently, bias is often used in the context of the bias-variance tradeoff (see
section 2.5) which is a concept used during the training stages of a ML model.
Since in the training stages, the desired output for a set of inputs is known, bias is
used to refer to the difference between the desired output for a set of inputs and
the average of the predictions of the model. It is basically a measure for how far off
a models predictions are from the expectations of the people training the model.
[29]. This concept only holds for training data since for almost all real world use-
cases, there is no objectively true output for a set of inputs. This will be discussed
further in section 3.
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2.3.2. Bias –The ethical view

Biased ML applications from an ethical perspective are applications which system-
atically discriminate (see section 2.6) or handicap certain subsets of its users or
subjects. For this definition the inner workings of a ML algorithm are irrelevant,
the only thing that is considered is the output of the algorithm once it has passed
the training stage and is used with real-world data. In contrast to the statistical def-
inition of bias which denotes the difference between a ML models predictions and
the expected output in the training stages, here the term bias refers to the difference
between the models predictions and the correct answer from a (subjective) ethical
point of view. When the term bias is used in the media, they almost exclusively re-
fer to this concept because of its relation to discrimination. Unless explicitly stated
otherwise, most of the discussion on bias in the rest of this thesis will therefore also
relate to this concept. Furthermore, this concept of bias will be used somewhat
interchangeably with performance in certain sections. For example, an algorithm
which makes subjectively biased decisions is said to be performing badly (see fig-
ure 8).

2.4. Variance

Variance is another very important term in the domain of ML. It describes the vari-
ability in the model’s predictions. A model with high variance will be very accurate
on its training set but perform poorly on a new, "unseen" data set. This essentially
means that the model learns the noise of its training set instead of the signal which
would allow it to generalize beyond the training data, also called the "true signal"
of the data [29]. The term "true signal" has to be taken with a grain of salt, since
there is no absolute truth to be found in most real world use-cases. The truth refers
to the patterns in the data which allow the algorithm to make predictions with
higher accuracy than chance for a specific use-case.

2.5. Bias-variance tradeoff

The definition of bias which is used in the bias-variance tradeoff corresponds to
the second one described in section 2.3.1. An ideal ML model would be one with
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both low bias and low variance which would allow it to perform well on training
data and also be able to generalize beyond it to make predictions for unseen data.
However, this is very difficult to achieve since bias and variance both depend on
the number of parameters the model can use to tweak its predictions, i.e. the num-
ber of inputs in a neural net. If it has too many parameters it will overfit the training
data and learn the noise of the data set, if it has too few parameters it will underfit
the data and generalize too much [29, 9]. The following figure visualizes the effects
of high/low bias and variance on the accuracy of a ML model’s predictions:

Figure 3: The effects of bias and variance on a model’s predictions. Top right: overfit; Bottom left:

underfit [16].

Trying to find acceptable levels of bias and variance based on the number of pa-
rameters used in the ML model is called bias-variance tradeoff.
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2.6. Discrimination

In the context of civil rights law, "FindLaw" differentiate between lawful and unlaw-
ful discrimination [8].

Lawful discrimination refers to acts of discrimination which do not constitute a
civil rights violation, for example if a landlord who doesn’t allow pets in his build-
ing rejects an applicant because they have a dog [8].

An act of Unlawful discrimination constitutes a civil rights violation and is iden-
tified by unequal or unfair treatment of an individual or a group of people based
solely on traits such as:

• Age
• Disability
• Ethnicity
• Gender
• Marital status
• National origin
• Race
• Religious beliefs
• Sexuality [8]

Discrimination can occur in many situations including, but not limited to:

• Education
• Employment
• Housing
• Government benefits and services
• Health care services
• Land use / zoning
• Lending and credit
• Public accomodations
• Transport
• Voting [8]

If the aforementioned landlord rejects a black applicant because they only want
caucasian renters, the landlord violates the applicant’s civil rights which is a case
of unlawful discrimination and a punishable offense [8].
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In the domain of ML, alleged discrimination through an ML algorithm is a conse-
quence of generalization. As discussed in section 2.2, generalization is an essential
part of ML since it allows the algorithm to apply knowledge of similar cases to
new, unseen data and make a prediction. If such a generalization is perceived as
ethically or morally wrong by humans, it is then called discrimination.

For the further discussions in this thesis, only unlawful discrimination is consid-
ered, since this is the kind of discrimination which is perceived as morally wrong.
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3. A second look at bias and discrimination

With the topic of ML gaining more and more popularity in the mainstream and
social media, the terms "biased AI" and "biased machine learning" have become
buzzwords which are present in almost all pieces about the use of ML and AI in
the real world. However, in almost all cases bias doesn’t refer to the more techni-
cal definition as discussed in section 2.3.1, but to the ethical view on bias (section
2.3.2). As a consequence, discussions about discrimination by or through ML are
seldom far. There are several issues with the way bias and discrimination in ML
are handled in the media which are discussed in the subsequent sections.

3.1. The unbiased system

What is often ignored in the discussion about bias in ML in the media is the follow-
ing question: If the output of a ML algorithm is considered biased from an ethical
point of view, what would the output of an "unbiased" version of this algorithm
be?

This problem can be illustrated on the example of Amazon who tried to use a ML
algorithm to speed up their hiring process by filtering applicants [6]. The algo-
rithm was trained with resumes of past applicants who were hired and the idea
was that the algorithm would use the information present in those resumes to se-
lect the top candidates of a batch of new applicants. After testing the algorithm on
new applications, it was discovered that the algorithm immediately discarded all
female applicants since the successful applicants in the training data were mostly
male [6]. The algorithm picked up on this pattern of predominantly male appli-
cants being hired and generalized that suitable applicants must be male. Amazon
stopped the development of the algorithm and claim that it was never used on real
applications.

The question that remains is how an unbiased algorithm would or should have
looked like in this situation. Would an unbiased algorithm have suggested male
and female applicants in equal measure since that would satisfy the normative
definition of equality? What would the algorithm have done if, at the end of the
process, it was left with a male and a female applicant who were evaluated to be
equally qualified for the position? Should the algorithm recommend the female
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applicant since the majority of Amazon’s employees are male and hiring a woman
would help to increase diversity [6]? Couldn’t this then be interpreted as a bias
which favors women? It might appear that in this situation the algorithm should
just recommend both applicants and leave the final decision to a human. This
approach might remove this specific potential for bias from the ML system but
in the end it is just outsourced to a human and humans are undoubtedly biased
themselves. Besides, if the final decision were once again up to the same people
who hired mostly male applicants in the past, why have an algorithm which is
supposed to be free of bias in the first place?

These questions outline one of the biggest problems in the application of ML algo-
rithms in the real world, especially if they directly impact human beings. In these
cases bias just means that the algorithm delivered an output which is considered
subjectively false. Defining what would be the "correct" output in these scenarios
is often impossible since there is no real objective definition of the truth.

3.2. Avoiding discrimination

A common misconception in the media is that discrimination can be simply re-
moved from ML algorithms by selecting a good, representative training set and
creating an algorithm which ignores sensitive characteristics which could lead to
discrimination like race or gender for example. In reality it is unfortunately not
that simple. Even if such sensitive characteristics are removed, there may still exist
correlated variables which can cause the algorithm to discriminate against a cer-
tain group. Such an example is provided in [39] where race is excluded from the
calculations but discrimination may still occur based on the ZIP code of that per-
son.

Also, going back to the example of the Amazon ML algorithm which was used to
filter applicants; Even after the software engineers excluded the applicants’ gender
from the model, it still picked up on words which are statistically correlated with
men or women, thus carrying on the gender bias and continuing to dismiss female
applicants [6]. Zliobaite and Custers even argue that it is necessary to include
sensitive characteristics like race or gender in ML models so that their influence on
related variables can be isolated and removed from the model systematically [39].
However, there is no guarantee that altering the data set this much won’t have

Page 18 University of Zurich, Faculty of Business, Economics and Informatics – Department of Informatics, March 24, 2020



3. A second look at bias and discrimination Bias and Discrimination in Machine Learning

unforeseen consequences on the predictions which could result in a completely
different kind of discrimination.

Even if isolating discrimination as explained above were a viable solution with no
negative side-effects, using large amounts of sensitive, real world data is at odds
with various data protection and data privacy regulations. These regulations have
become more strict in the last few years, most recently with the EU General Data
Protection Regulation (GDPR). The GDPR contains a prohibition on the use of so-
called "automated decision-making" processes if the decisions are made without
human intervention and have a significant effect on data subjects. This description
fits most applications of ML and therefore makes the use of sensitive, personal
data illegal unless the processing is required for contractual reasons, the use was
explicitly green-lighted by a legal authority, or the subjects whose data is being
processed have given their consent [3].

In today’s society people are becoming more and more aware of the importance
of data privacy and it seems highly unlikely that enough people would give ex-
plicit consent for their personal data to be used to train a ML model which makes
autonomous decisions based on this data. This means that there won’t be enough
data available to determine the correlations of sensitive variables within the dataset
which in turn means that not all potentials for discrimination can be identified and
removed from the model. Balancing the need for personal data to avoid discrim-
ination and the legal boundaries when building ML models which directly affect
people seems to be an unsolvable problem.

3.3. Can bias and discrimination be defined adequately?

From the discussions in the previous few sections, as well as the concepts defined
in section 2.3 it becomes clear that there is no one definition which adequately
describes what bias in ML is. This is less of an issue with the technical/statistical
definitions of bias than with the ethical definition. Different people have different
opinions on what is morally or ethically wrong which means that these people
would also have different definitions of what bias and a biased ML algorithm are.
It is therefore very important to always consider the context in which the term bias
is being used to evaluate which concept is being discussed.
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While the exact definition of what discrimination is also differs from person to
person, it is largely based on the definition provided in section 2.6 and is backed
up by anti-discrimination laws in most countries.

Arguably, a precise and critically reflected definition of bias and discrimination in
ML should also include a definition of what unbiased ML is and that is simply not
possible in the overwhelming majority of cases. This raises the question whether
and when ML should even be used.

3.4. When should machine learning be used?

It is impossible to guarantee that a ML model will be free from bias and discrimi-
nation when it is being used in a way that involves making decisions about human
subjects, since bias and discrimination, as they are so often used in the context of
ML, are such subjective and vague terms. Additionally, in the current mindset of
society, most people probably wouldn’t be comfortable with a machine deciding on
important topics in their lives. This would rule out ML for all applications which
have a direct impact on people and that is the case for most applications which are
currently being used or developed.

There are definitely use-cases where ML could be used without the possibility of
discriminating against people, for example in the domain of predictive mainte-
nance. When manufacturing a product with any kind of machinery, it is only a
matter of time before a component in the machine breaks which results in produc-
tion downtime. In the worst case, the manufacturer needs to order a replacement
for the broken component from a supplier and cannot continue production un-
til the component was delivered and installed in the machinery. Depending on
the time between the component breaking and its replacement being installed, the
manufacturer might suffer heavy losses in revenue. It has been shown that a well
trained ML model can very accurately predict the time when a component is ex-
pected to fail which enables the manufacturer to prepare and pre-order a replace-
ment to minimize downtime [31].

Still though, arguably the most interesting, and profitable, use-cases of ML will
have some kind of impact on human beings. That is why it is imperative to closely
examine any ML algorithm for biases and potentials for discrimination during its
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development and regularly check on its behavior post-launch. Possible sources for
bias and discrimination will be analyzed in the subsequent section.
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4. The discrimination pipeline

Designing, implementing, testing and deploying a ML algorithm or system is an
extremely complex and time consuming process which requires large quantities of
data and involves many people. Depending on the problem that is being tackled
with ML, the data and people involved, as well as many other factors, the result
of all this work may be a piece of software which is criticized in the media and by
society because it is biased and discriminates against a group of people. Precisely
because the process of creating a ML algorithm is such a complex, multi-facetted
undertaking, there are many stages where bias may be introduced into the mix. To
visualize this, the following process model is used in the subsequent sections to
examine the most important steps in the development of a ML algorithm for their
potentials for bias:

Figure 4: Key components of the machine learning development process (own representation).

In each step of this process model, I will be highlighting some questions which de-
velopers should ask themselves to ensure that they are aware of potential threats
which could could cause their ML algorithm to become biased and end up dis-
criminating against certain groups of people. The questions are also visualized in
a flowchart which was designed to be used during the development of a ML algo-
rithm and encourage developers to think about bias and discrimination during the
development. It can be found in its entirety in appendix A.

4.1. Problem definition

This first step in the pipeline can already set the course for a ML model to become
biased even before any data is collected and the first line of code is written. It is
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important to analyze whether a problem can and should be solved with ML. If the
possibility exists to solve a problem deterministically, it is probably the better ap-
proach, since a deterministic algorithm is much more stable and predictable. The
impact on human beings is also something which needs to be considered when de-
ciding whether a problem should be solved with ML. If a ML algorithm is respon-
sible for decisions which could potentially ruin a persons life, it is questionable
whether such an algorithm should ever be used.

The issue which presents itself when using ML is that real-world problems and
concepts need to be translated into a numerical value which can be understood
by the machine. It is often the case that these concepts are multi-facetted and/or
too vague to allow for a straight forward translation. For example, if an insurance
company wanted to use a ML algorithm to predict a customer’s creditworthiness,
the term creditworthiness would need to be defined in a way it can be computed.
If creditworthiness is only defined as the highest chance to generate the maximum
profit for the company, the algorithm would inevitably learn to behave in a preda-
tory way and offer deals which will exploit people who have no other choice but
to take the deal [12].

Of course this is a highly simplified example but it illustrates the problem of having
to convert real-world concepts into machine-readable and understandable formats.
It is very important to examine the problem from all angles to minimize the chance
of introducing potentials for bias and discrimination into the pipeline before work
on the algorithm has started.

Questions to ask

• Can the problem be solved without ML?
• If a problem can be solved with deterministic algorithms, it does not make
sense to use much more complex ML algorithms.

• Should the problem be solved with ML?
• It is important to consider the impact the ML algorithm could have on hu-
man lives and whether it is ethically justifiable to have a machine making these
decisions.
• Even if a ML algorithm makes the subjectively "right" decision 99% of the
time, it will come under heavy criticism for the remaining 1%.
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Figure 5: Flowchart depicting the most important questions in the problem definition phase (own

representation).

4.2. Training data

The data used to train a ML model is arguably the most important component in
the ML pipeline in terms of avoiding bias. If the training data set is flawed, the
algorithm can never learn to make reasonable predictions with real-world data.
There are two main ways in which a bad data set can compromise the algorithm’s
predictions, depending on the use case of the ML model and the origin of the data
[12]. If the training data set is being built specifically for the model, it is possible
to build a data set which is unrepresentative of reality. The other option is to use
historical data to train a ML model which could carry innate human biases and
thus influence the model’s predictions. Both options are discussed in the following
sections.
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4.2.1. Unrepresentative data

This is not only a problem in ML models but in statistics in general. It is seldom
possible to do statistical tests with data from the entire population, so most tests
are done with a sample of the population. If the sample is not representative of the
entire population, the conclusions drawn from that sample will not hold and the
test will be biased. The same principle also holds for ML models.

A model which is trained to recognize faces cannot possibly be trained with pic-
tures of the faces of the entire human population (and if it could, there would be
no need for ML, since it would have a database with all faces and wouldn’t need
to recognize new, unseen faces). The developers have to build a sample data set of
human faces on which the algorithm can be trained. Ideally, this data set should be
representative of the human population in regards to:

• Age
• Gender
• Race
• Skin color/skin tone

If this is not the case, the algorithm will be significantly better at recognizing cer-
tain faces than others. For example, two frequently used data sets in training fa-
cial recognition models, IJB-A and Adience, were found to consist predominantly
of light-skinned faces (79.6% and 86.2% respectively). Some ML models trained
on these datasets subsequently performed significantly worse on determining the
gender of dark-skinned woman (error rates of up to 34.7%) than light-skinned men
(error rates of up to 0.8%) [2].

It is important to note at this point that a representative training data set cannot
guarantee that the ML model will not be biased against some minorities. Even in
a representative data set, minorities will remain minorities which means that the
algorithm has less data on those minorities and will inevitably perform worse on
them as a result. This source of bias cannot really be eliminated and must thus be
kept in mind when relying on the predictions of ML algorithms.

Questions to ask

• Is the data set representative of the target audience?
• A representative data set can increase the likelihood that the ML algorithm
will perform well in most situations.
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• However, minorities in the target audience will therefore also be minorities
in the data set. This means that the algorithm will perform worse on them,
compared to the majority.

• Is the data set free of obvious biases/Can remaining obvious biases be isolated
or removed?

• It is impossible to identify all combinations of variables which could poten-
tially result in a biased algorithm right from the start.
• Paying special attention to combinations of sensitive characteristics, like the
ones listed above, can be a good place to start finding potential sources of bias.

Figure 6: Flowchart depicting the most important questions during the preparation of the training

data (own representation).

4.2.2. Biased historical data

When training a ML model on historical data, the goal is for the model to learn
causal relationships between different variables in the data set. In this case, the
data cannot be built to be a representative sample of the population since changing
the historical data might compromise it in unforeseen ways and introduce new
biases. This makes it very important to examine the data for pre-existing biases
which could cause the ML algorithm to discriminate against certain subgroups of
the population.
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In England and Wales, ML systems are currently being tested with the goal of pre-
dicting possible locations of future crimes so that they may be prevented by tar-
geted policing. The data used for training these systems consists of records of past
crimes, their locations, the people involved, the nature of the crime, etc.. Concerns
have been raised that the historical data may already be biased because of past
over- or under-policing of certain areas and communities. For example, police offi-
cers have confirmed that young black men are much more likely to be stopped and
searched than young white men due to human biases of some officers [22]. This
leads to more criminal activity by young black men being recorded which skews
the data and causes the ML model to more often predict crimes in areas with higher
black populations.

As discussed in section 3.2, unfortunately it is very difficult if not impossible to
eliminate all biases from a data set by removing sensitive characteristics. This is-
sue raises the question whether ML models should ever be used in use cases such
as the prediction of crimes since the results could have serious consequences for
the people involved and the quality and fairness of the training data cannot be
guaranteed.

Questions to ask

• Could the data be compromised by human biases?
• If the historical data was largely gathered/created by humans, the chances
for human biases which distort the data are very high.
• Controversial topics, like the policing example discussed above, are partic-
ularly prone to human biases.

• Is the data set free of obvious human biases/Can remaining obvious human bi-
ases be isolated or removed?

• Since it is not possible in most cases, to identify who exactly contributed
which data points and what their personal biases are, working with historical
data is always extremely dangerous.

These questions are also visualized in figure 6 in the previous section.

4.3. Algorithm

It has been established in the previous sections that a ML algorithm can never be
free of bias if it is trained on bad data. However, even if an algorithm received

Page 27 University of Zurich, Faculty of Business, Economics and Informatics – Department of Informatics, March 24, 2020



4. The discrimination pipeline Bias and Discrimination in Machine Learning

perfect, unbiased data, there are still many means through which it can become
biased and discriminate against certain social or ethical groups.

The first potential source of bias lies in the selection of parameters through which
the algorithm processes the data. Not only the number of parameters is relevant
(underfit vs. overfit, see section 2.5) but also the selection of characteristics in the data
which are used to make a prediction and how these characteristics relate to others
in the data. Defining the right parameters is an extremely difficult task because
it is impossible to know how the algorithm will use them to make its decisions
and predictions. Judging whether a ML algorithm is biased is only possible after
it has been trained and is tested on real data. If it is then determined that the
algorithm engages in discriminatory behavior, it has to be retrained from scratch
with different parameters in an attempt to eliminate the observed discrimination in
the next iteration. But because it is not known exactly how the ML model uses the
given parameters it is not as simple as identifying the bad parameters and removing
them.

The second possible source of bias could be found in the people involved in the
development of ML algorithms. The importance of representation in training data
has been established previously, but could the social and cultural backgrounds of
the people developing ML models be another source of bias which leads to dis-
crimination?

The field of ML and AI is dominated by white males not only at big players in
the industry like Google, Facebook or Amazon, with black people only making
up 2.5% of Google’s workforce, but also at universities where 80% of professors
in this field are male [14]. Since technologies tend to represent the values of the
people designing them, it is not unlikely that the background of developers of a
ML algorithm have some influence on the algorithm’s predictions, for example
through the parameters they choose. The important aspect of this issue is that the
bias the developers might introduce to the ML model are not added consciously
but are a result of the people’s origin and experiences which shape how they view
and interact with the world.

It is hard to grasp the influence of the developer’s social and cultural backgrounds
on a ML model but as discussed in section 4.1, creating ML models requires trans-
lating abstract concepts into a machine-readable format which is no straight for-
ward process. In recent years, the benefits of diverse teams in the workplace have
been highlighted in various fields and industries. Therefore one might argue that
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this general principle could also hold for the specific use-case of designing and
programming a ML model. People with different backgrounds could have funda-
mentally different perspectives, thus giving this task to a diverse team might help
to better understand the concepts and find a better way to translate them so that
they can be used in a ML model.

Questions to ask

• Is the algorithm being created by a diverse team?
• Getting people with different social/cultural, as well as professional back-
grounds involved might offer new perspectives on a problem and uncover
potentials for bias and discrimination which would have gone unnoticed oth-
erwise.
• Important: This is arguably the latest point in time where taking an interest
in team diversity might still have an impact on the ML algorithm during its
development. New perspectives might be already valuable earlier in the pro-
cess and involving new people at this stage might uncover weaknesses in the
earlier stages.

• Do the selected input parameters show potential for discrimination?
• The combinations of input parameters used in neural nets have a huge in-
fluence on their predictions.
• As described above, it is not as simple as identifying and removing prob-
lematic parameters, since there might be complex, hidden correlations in the
data.

• Does the model show signs of under-/overfit during training?
• Finding the right number of parameters is essential when trying to build a
ML model.
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Figure 7: Flowchart depicting the most important questions when designing the ML-algorithm

(own representation).

4.4. Application

The previous three steps of the discrimination pipeline have already exposed quite
a lot of potentials for bias during the development of a ML model. If a model is
found to be functioning as intended by its developers and free from unwanted bi-
ases, the model can be integrated into an application or be used on its own. How-
ever, this does not mean that the model is now safe from bias since the circum-
stances under which it is being used may change over time which might impact
the adequacy of its predictions. Specifically, updates to the algorithm, the criteria
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for assessing its performance and who decides on and enforces these criteria might
all significantly alter an algorithms perceived performance [25].

Also, in relation to the first step in the pipeline, if the problem wasn’t defined well
enough and the algorithm is used in an application which it doesn’t quite suit, it
will not perform as expected or hoped. This can be explained by the so-called No
Free Lunch Theorem (NFLT) [36] which, applied to ML, states that highly special-
ized algorithms which perform above average on a specific problem will perform
below average on the remaining problems [7]. ML algorithms are one of the best
examples of a highly specified algorithm. Performing above average in ML can be
understood as performing better than chance, i.e. if it has to predict one of two
outcomes, it will predict the correct outcome more than 50% of the time.

Figure 8: Illustration of the No Free Lunch Theorem [7].

Based on the figure above, it becomes clear that if the ML model is being used
slightly differently from the way it was originally planned, its performance will
suffer greatly and one of the effects could be discrimination against some of its
subjects. Thus, it is very important to frequently evaluate whether the model is
still suited to the task as time goes on.

Questions to ask

• Is the application performing as expected?
• It is important to keep checking regularly whether the application is still
performing as expected.
• Since ML algorithms continue to learn once deployed, it is always possible
that they might become biased over time.
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Figure 9: Flowchart highlighting the importance of regular health checks which must be done as

long as the application is in use (own representation).
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5. Machine learning in education

In recent years, the topic of digitalization has reached many classrooms all around
the world. While many schools in Switzerland are just starting to integrate tablet
computers into the classroom, there are others which are already a step further in
the integration of digital technologies in the classroom. However, there are only
a handful of companies which specifically target the education sector with their
ML-based products. This will undoubtedly change in the next few years as AI and
ML become more powerful and therefore it is quite interesting to examine the early
movers in ML-powered education more closely.

On March 21, 2019, the website Quartz published a piece on a British startup, Cen-
tury, which plans to introduce a ML platform in schools all over Belgium. The goal
of this startup is to provide a personalized learning experience for each student
and reduce workload for teachers by automating the grading process. This way,
teachers have more time to focus on the most important part of their job: Teaching
[1].

Some Chinese schools are even further ahead in the integration of computers and
ML thanks to the government funding many schools’ collaboration with develop-
ers. There are entire learning centers which are using ML and AI to tutor students
which are struggling to keep up in a particular subject. The students sit in front of a
laptop and solve tasks which are instantly graded by the ML platform the students
are using. The platform learns the strengths, identifies gaps in the students knowl-
edge and over time, with the data of many students, discovers connections between
different topics which it can use to improve its tutoring. However, in contrast to
the product Century offers, this platform does not adapt its content depending on
how a student learns effectively [11].

The use of ML and AI in Chinese schools is not limited to tutoring and grading
students. Some schools have started using cameras with deep-learning powered
facial-recognition algorithms to identify whether students are paying attention or
are distracted. Students are then assigned an attentiveness-score which can be ob-
served over time and analyzed by teachers or even sent to parents. The cameras
installed in classrooms take pictures as often as once per second to gather as much
data as possible and this happens without the students knowledge or consent most
of the time. According to the companies behind these technologies, the reason
for using these facial-recognition systems is to ensure fairness for all students. A
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teacher cannot pay attention to every student equally while the cameras can. If
the ML model detects that a certain student is not participating in a specific sub-
ject, this behavior can be highlighted and proven by the data and the teacher and
parents can focus on finding a solution for this specific issue [38].

An Austrian company called goStudent, a platform for providing tutoring online
via video sessions, also uses ML and facial recognition. They track the emotional
state of the student and tutor during sessions and use this information, among
other like frequency of meetings and grades, as an indicator whether student and
tutor work well together. If the system detects that the mood during the tutoring
sessions is constantly bad, it will suggest a different tutor to try and improve the fit
and hopefully the student’s progress (see Appendix B, lines 148-210).

The use-cases described above all heavily rely on, and would not be possible to
this extent without, ML. Most intended uses for ML in education generally seem to
be going in either one or the other direction outlined above: It is planned to either
use ML to help students learn by adapting class contents to the student, or at least
specifically target identified gaps in knowledge, or to observe students, or in the
case of goStudent tutors as well, in the classroom to analyze their behavior. Cur-
rently, the approach of classroom wide surveillance without the students knowl-
edge is almost exclusively used in China, since the social norms and/or laws in
western countries do not permit such a level of surveillance. The facial recognition
system used by goStudent is only used with explicit consent of student and tutor.
All three of these use-cases directly impact humans, which means that examining
the ML models for biases that could lead to discrimination, is very important.

In the following sections, these approaches will be discussed separately since the
use-cases and their implications are extremely different. To discuss the first ap-
proach, which is to adapt class contents to individual students, Century’s ML plat-
form will be examined by using the process model and questions defined in the
previous section. The goal is to find spots where biases could have crept in during
the development of the platform and what implications this could have for stu-
dents working with the platform. Since there is not that much information avail-
able on the detailed implementation and use of ML to observe students in Chinese
classrooms, the analysis will be done based on reports that were written about the
systems instead of information directly provided by the developers/companies.
The discussion of goStudent’s implementation and use of ML will be done based on
an interview with Felix Ohswald, the founder of the platform, which took place on
February 26, 2020.
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5.1. Machine learning-powered human learning

Century was founded in 2013 with the goal to get all students to learn more effi-
ciently and effectively by tailoring educational material to the individual student.
Also, they aim to reduce teacher workloads by automating grading and aggregat-
ing huge quantities of data for the teachers so that they can focus on actually teach-
ing their students. To that purpose, they built a learning platform powered by ML
and AI. ML is used to identify areas where the students have gaps in knowledge
or misconceptions and provides material to help them close these gaps. The plat-
form was built in collaboration with teachers, neuroscientists and learning experts
to ensure that students as well as teachers using the platform benefit to the highest
degree possible. All learning content is either designed by teachers employed by
Century, or by individual teachers at partnered schools for their own purposes. The
content is then automatically broken down into micro-lessons, so-called nuggets,
by the system. At the time of writing, Century is being used by schools in ten
different countries [5]. The following discussion of their technology is based on
the information available on their website and other sources from the internet, as
no-one from Century was available for an interview to discuss their platform and
methods in more detail.

5.1.1. Century – problem definition

The idea of using computer programs to teach or train specific educational mate-
rial has been around for quite some time. There also already exist educational pro-
grams which adapt the content based on the user’s performance. The big difference
between conventional learning software and Century’s platform is that the former
use deterministic algorithms, while the latter use ML. This means that the degree
to which conventional learning software can adapt the structure of the content is
limited by the paths the developers have defined, whereas ML-driven software has
a potentially unlimited number of paths for students to take. It is impossible for
developers, even if they are supported by teachers and learning experts, to pre-
dict every optimal path for every student. Therefore, Century’s vision of providing
truly personalized learning content cannot be achieved with traditional, rule-based
algorithms.

The most difficult task at this stage in the process is arguably the translation of
student’s different types of learning into something that the ML algorithm can
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understand and compute. Learning is a very abstract concept and even though
learners are generally grouped into four main types of learners (auditive, visual,
haptic, and through intellect [34]), the exact preferences and strengths of each in-
dividual might almost be impossible to frame accurately. Therefore, if a student’s
exact needs for an optimal learning experience cannot be grasped by the platform,
they will be at a severe disadvantage if a big part of the education is delivered via
such a platform.

But even if the platform were able to accurately identify a student’s learning type,
one of the aforementioned types will not be able to learn as effectively as others
since these people need to be able to interact physically with the materials [34].
Such a direct interaction cannot be provided with learning software and therefore
students which learn through physical contact with materials might be at risk of
being discriminated by such a platform.

This leads to the question whether this specific problem should be solved with
ML. In Century’s defense, it must be noted that the challenges with different types
of learners is not a ML-related problem per se, since software based on determin-
istic algorithms cannot provide physical interaction with the materials either. The
other issue however, where the student’s optimal way of learning is not recognized
accurately or even misidentified entirely could have consequences to the progress
a student can make compared to the rest of the class. Since Century do not market
their platform as a replacement for traditional education but only as an additional
tool that can be used to improve learning in certain areas [5], it can be argued that
any disadvantages some students receive through the ML algorithm’s misidenti-
fication of their optimal way of learning, can be compensated for by teachers and
pedagogical experts. In the end, there is no conclusive answer to this question
since it is up to the individuals to judge whether the benefits outweigh the draw-
backs.

5.1.2. Century – training data

Century do not provide a lot of information about the training of their ML model
but based on a blog post on their website, they generated their own training data
set, since the amount and granularity of data necessary for such a complex use-
case had not existed beforehand. They trialed a beta version of their platform at 20
schools during two years which allowed them to gather data on the way students
learn and train their algorithms [18]. Unfortunately, Century do not state which
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schools they partnered with during the beta phase but since they are based in the
UK, it is reasonable to assume that they partnered mostly with British schools.
Integrating Century’s platform in the schools required the schools to have an ex-
isting, quite sophisticated IT-system which was advanced enough to allow for the
seamless integration of such novel technology. In addition, students would need to
have access to devices with which they could access the platform. Considering that
the amount of money public schools spend per student has been decreasing since
2009 [35], Century probably partnered mostly with well-funded (private) schools
in order to trial their technology. This means that the students who participated
were likely more homogenous than the British average in terms of social and cul-
tural background, as well as more used to sophisticated learning software. This
assumption is also partially backed by the testimonials listed on Century’s website
which are mostly from elite British schools [5].

Training data homogeneities, such as the one outlined above, are one of the most
common ways through which bias is introduced into ML models and can often
lead to discrimination down the line. As discussed in previous sections, ML al-
gorithms need lots of data to be able to make reasonable predictions on unseen
data and lack of data for certain groups in the training stage will inevitably lead
to significantly worse performance on said groups. This bias could really manifest
once the platform is being introduced to a wider range of schools in countries with
radically different cultures and social norms.

Counteracting this potential source of bias is the fact that the actual learning con-
tent is not generated by ML algorithms but rather by teachers at Century and the
partnered schools. This removes the possibility of actual biased learning materi-
als from the equation since the teachers at the individual schools have years of
experience and know which kind of materials work best for their students. Also,
Century have come a long way since their initial beta version of the platform and
their platform is now being used by a large number of schools in different countries
which helps the ML model by providing it with fresh data based on which it can
generalize in the future.

5.1.3. Century – algorithm

The exact input parameters Century use to train their ML algorithms are not known
to anybody outside their organization. In a blog post by the company’s CEO, Priya
Lakhani, she states that Century strictly separate all data into three partitions: Per-
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sonal data, learning data and content. Training and improving the ML algorithms
is only done with learning data, i.e. data about the student’s interaction with the
platform which is anonymized before use [17]. Since the goal of data anonymiza-
tion is only to eliminate the possibility that a specific person can be identified with
the data [15], Lakhani’s statement about anonymizing their data does not mean
that Century remove or anonymize all personal data like age or gender of students
using their platform. This means that at least some sensitive characteristics, as
they were defined in section 2.6, could be used to train and improve the ML algo-
rithms. If that is the case, the use of these characteristics in combination with the
aforementioned homogeneity of the training data could have lead to biases in the
algorithms. These biases could once again manifest once a more diverse group of
students with different social and cultural norms are working with the platform.
However, as discussed in section 3.2, it is not even guaranteed that the removal of
all sensitive characteristics would help combat this source of bias since the complex
correlations in the data are never easily identifiable.

The fact that Century is not only made up of computer scientists but also neuro-
scientists, learning experts and teachers ensures that at least from a professional
perspective, the team behind the platform is very diverse. Working with schools
in different countries also ensures that they regularly get input from people with
different cultural and social backgrounds as well, which could help with the issues
outlined above.

5.1.4. Century – application

Like with any other ML-driven application, the algorithms behind Century’s plat-
form will continue to learn and develop over time. With every new school that
integrates this tool, new students with different needs and preferred ways of learn-
ing will start generating more and more data. It is therefore crucial that the perfor-
mance of all algorithms is assessed regularly to ensure their continued excellence.
If this is not done, the algorithms could start developing biases toward certain stu-
dents’ ways of learning which would result in a deteriorating experience for others.
This could occur if, for example, a large amount of new schools in countries with
different social norms and learning cultures started integrating Century’s platform
and generating large quantities of new data. The algorithms would start finding
patterns in this new data and begin adapting to better deal with these patterns. If
this transformation was left unchecked, it could result in a worse learning expe-
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rience for earlier users even though they have not changed the way they interact
with the platform.

Admittedly, the expected negative effects of such a transformation would arguably
be quite limited in their significance in this specific use-case. As mentioned before,
the task of the ML-algorithms on this platform is limited to the finding of gaps
in knowledge and creation of an optimal path through various micro-lessons to
effectively plug these gaps. The AI does not change the actual learning content
and therefore students using the platform will still always receive tasks which their
teachers found to be appropriate. In the absolute worst case, a gap in knowledge
would not be recognized and the student would receive tasks which they can’t
solve properly. Since the platform is not designed as a replacement for class or
teachers, and the teacher can see how each student is performing, it would not
take long for the teacher to notice that a student is struggling. Together they could
find the root cause for the student’s struggles and possibly even provide feedback
to Century that their algorithms failed to identify a gap in knowledge.

5.1.5. Century – conclusion

Based on the information available and the insights gained by applying the process
model from section 4, the potential for biases which lead to severe discrimination
of some users is rather small. Because the platform is designed as an additional tool
to support teachers and students during class and at home and not as a school re-
placement, the damage it could cause because of bias is very limited. If the system
works as intended, it helps target and improve specific weaknesses more efficiently
than before, and if it doesn’t work, these weaknesses just have to be identified in a
different way.

It will be interesting to follow Century and their platform in the future to see how
their AI and ML-algorithms develop and whether any signs for bias start to appear
as they roll out their platform in more schools and new countries. Their currently
ongoing project in Belgium will bring Century closer to the public eye since an
entire region will be rolling out the platform in all its public schools [1].
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5.2. Machine learning-powered schools

The approach Chinese schools have chosen to take arguably pursues the same goal
as Century; They also aim to increase their students’ performance. Their methods
however, are substantially different and aim more for pressure through surveil-
lance and less towards the creation of an optimal learning experience for students.
Along with the aforementioned ML-powered evaluation of student’s concentration
levels with the help of surveillance cameras (see section 5.1), some schools employ
even more drastic means to get their students to focus in class.

In 2019, the Wall Street Journal published an article about the use of headbands
which measure electric signals from the brains of students. With the help of ML
and AI these signals, along with other vital signs such as heart rate and blood
pressure, are evaluated and can supposedly be used to determine a students’ con-
centration level. If students fail to uphold high concentration values, they might
be reprimanded by their teachers who also frequently send this data to students’
parents who often put high pressure on their children to perform in school [13].
Apart from the obvious psychological stress this puts on students, the other big
issue with these headbands is the reliability of the data recorded and fed to the ML
algorithms. Is it actually possible to gather meaningful data on children’s concen-
tration levels?

5.2.1. Concentration levels – analyzing brainwaves with machine learning

Measuring brain activity with electrodes, also called electroencephalogram (EEG),
is known for being highly susceptible to interference, or noise from many differ-
ent sources. Minimal muscle movements and even cardiac signals can cause the
recorded signals to become unusable for accurately determining brain activity [23].
In addition, EEGs are usually recorded in a controlled environment, with more
than the three electrodes used in the headbands, to improve accuracy and mini-
mize various external sources of noise, which is not the case for the classrooms
these headbands are used in. This means that it is questionable whether the data
captured by the headbands and used by the ML models is of adequate quality to
allow for reasonable predictions of students concentration levels. As discussed in
detail in section 4.2.2, when data with intrinsic biases is used to train ML algo-
rithms, it is impossible to avoid bias in the application.
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The consequences for students could be quite severe. In China, the pressure to per-
form in school is considerably higher than in most western countries. The students
not only face pressure from their parent’s high expectations but also from the im-
portance of some tests which could make or break their future [38]. The additional
psychological stress put on these children by even tracking their brain activity is
enormous and if the algorithms evaluating the data are biased, the long-term con-
sequences on the students mental health could be devastating.

In summary, the use of EEGs which are analyzed with ML algorithms to determine
concentration levels of students is ethically highly questionable, at least in the eyes
of the western world, since the chance for bias is extremely high due to the inherent
susceptibility of EEGs to noise which distorts the data used to train the ML algo-
rithms. Also, the algorithms’ predictions can have serious consequences on the
lives and futures of the affected subjects. These are typical signs that this problem
should not be solved with ML in this way.

5.2.2. Concentration levels – facial recognition

The recognition of students’ concentration levels through facial recognition might
seem less concerning and error-prone than measuring their brainwaves, but it still
shares most of the problems with said approach. Facial recognition systems have
become quite powerful in identifying people and recognizing some basic emotions
such as happiness, sadness, disappointment, anger, fear and surprise. Still, in some
Chinese schools and universities, where facial recognition is also used across the
campus to gain access to buildings and even pay for food, students are report-
ing that these systems frequently fail to identify them. Especially female students
who often change their hairstyle and accessories are frequently not being recog-
nized [37]. This indicates that the training data was not representative and/or not
diverse enough to adequately prepare the algorithms. The detection of levels of
concentration and whether a student is staring out of a window because they are
distracted, or because they are thinking hard and do not really pay attention to
where they are looking, seems even more complicated than identifying basic emo-
tions. It is justified to question whether ML algorithms can perform well enough
to ensure fairness for all students.

The consequences of this complexity could cause ML algorithms to misjudge wether
a student is focused or not and permanently damage the students records, by flag-
ging them as not paying attention in class. This results in the same psychological
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stress for students described in the previous section, at least under the assumption
that the students know that they are being watched and their attentiveness is being
evaluated. However, as multiple sources confirm [37, 38], in some schools that is
not the case. This fact raises several other ethical questions in regards to privacy,
but discussing these is outside the scope of this thesis, since the issue of constant
surveillance is not limited to, much less caused by ML.

Once again, whether the students know that they are being watched or not, ML
algorithms which misidentify a student’s concentration levels can have a huge im-
pact on their life in such a performance-oriented society.

What must be mentioned at this stage is that the information about the use of ML-
powered facial recognition in Chinese schools might not be covering the entire
truth about the actual practices in China. According to Felix Ohswald, who visited
a school in China which uses such a facial recognition system in December 2019,
the goal of facial recognition is not necessarily only on identifying and punishing
students who do not pay attention. In Chinese society, teachers are seen as very im-
portant since they oversee the education of the country’s future workforce. There-
fore, the focus of using ML-driven facial recognition is apparently much more on
the teacher. If the algorithm detects that in a certain class, one teacher consistently
has the attention of most students but with different teacher, 40% of students are
not paying attention, the problem will be sought with the second teacher and not
with the class (see Appendix B, lines 501-529).

Nonetheless, I will reiterate that managing concentration levels in classrooms should
not be solved with ML in this way either, regardless of whether the focus lies on
the students or the teachers.

5.3. goStudent – analyzing the emotional state with machine learning

While goStudent also use ML and facial recognition to observe their (virtual) class-
rooms, they do so on a smaller scale and an arguably more controlled environment.
Felix Ohswald describes goStudent as a virtual school building with virtual class-
rooms where students meet one on one with their tutors to target specific issues
they have in regular class. The process of matching a new student to their first
tutor happens without the use of ML. goStudent first conduct an interview with the
parents of a potential new student to find out as much about the child as possible
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and then use that information in deterministic algorithms to match that student to
one of their tutors based on their profile and preferences. Then, a trial session is
held between student and prospective tutor and if both parties give positive feed-
back, the parents can buy a subscription from goStudent (see Appendix B, lines
9-122).

If a subscription is purchased, the regular tutoring begins in an agreed upon fre-
quency via video conferences where students can bring material they are strug-
gling with. These sessions can be recorded and stored on goStudent’s servers. The
recordings capture the content the two participants are working on, as well as the
video feed from either participant’s computer camera which shows their faces. A
ML algorithm can then be used to analyze the footage of both students and tutors
faces for their emotional state and overall mood during the sessions. Things they
look for are whether the student, or tutor, is looking happy, distracted, satisfied,
or bored. This is being done because goStudent have the hypothesis that an overall
positive mood and emotional state during tutoring sessions leads to higher fre-
quency of sessions and a more sustainable, long-term performance improvement
for the student (see Appendix B, lines 148-197). Thus, if the ML algorithm detects
that the mood during sessions is constantly bad, or either participant is distracted
often, it alerts goStudent’s employees which can then decide to suggest a different
tutor to parents and students. So, does that mean that a tutor could potentially lose
a student and therefore a source of income, if the ML algorithm finds the mood
during sessions to be bad, regardless of whether it actually is?

When analyzing this use of ML for potentials for bias and discrimination, some of
the same concerns as discussed in section 5.2 can be raised. Especially the detec-
tion of concentration levels during the tutoring session is something that can easily
flag a student as not being attentive even though they might be lost in thought and
thinking really hard about a problem. In contrast to the use in Chinese schools
however, the ML algorithm is being used in a more controlled environment where
there are fewer external factors and the images being analyzed are more consis-
tent since they all come from webcams which show little else but the person’s
faces.

Also, since according to Felix Ohswald, the goal is not to meticulously record
episodes where the student was distracted but the overall mood during the en-
tire session (see Appendix B, lines 184-191), such mislabeling should not lead to
any discrimination of students or tutors. Additionally, the decision whether or not
to suggest a new tutor is not made based solely on the judgements of the ML al-
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gorithm. If the algorithm identifies a possible bad fit, employees of goStudent first
have a look at the other data that is being collected without the use of ML, like
how the student’s performance has developed, how often sessions are being held,
etc.. If, and only if, this data also suggests that the collaboration is not working
optimally, a new tutor will be suggested, with the final decision being up to the
parents and students (see Appendix B, lines 537-565).

Overall, since the the influence of the ML algorithm on people’s lives is so limited
and it does not make impactful decisions on its own, without human involvement,
the potentials for bias and discrimination are almost non-existent in this use-case.
The answer to the question whether the mood during tutoring actually has a sig-
nificant impact on a student’s improvement in school will only be revealed after
the continued analysis of the data being collected by goStudent. Felix Ohswald is
adamant about the this correlation and argues that the data they have collected so
far seems to support that hyptothesis.

5.4. Future of machine learning in education

The uses of ML discussed in the last few sections vary greatly in their potentials
for bias and the consequences these biases could have on students. While the use
of ML to watch over students to pressure them into focusing – whether that even
works in the long term be put aside – is ethically highly questionable and would
probably not be allowed in Europe under the new GDPR guidelines [3], using ML
to support learning by identifying gaps in knowledge and provide a personalized
learning experience certainly has potential. Public opinion and acceptance of a
relatively new technology such as ML plays a very important part in the future of
the technology. If ML in schools of the future is used to encourage and support
individual learning and good habits, it is much more likely to be embraced than
if it is being used to discourage and punish students for every little moment of
imperfect behavior.
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6. Conclusion and reflexion

The topic of bias and discrimination in machine learning is rapidly becoming more
and more relevant, as ever more applications start to include ML in some capacity.
As I have discussed in this thesis, it is therefore crucial that the discourse about
bias and discrimination is built upon a solid understanding of these concepts. This
understanding does not only entail the difference between the technical, statistical
concept of bias and the more subjective, ethical one, but also awareness of the dis-
tinction between lawful and unlawful discrimination. Furthermore, I have shown
that it is not always possible to find a definitive answer to the question how an
unbiased version of a biased application would look like.

By examining the design and development process of ML algorithms, I have high-
lighted some of the most common ways through which an algorithm might become
bias in such a way that it will discriminate against certain groups of people once it
is being put to use. What I have also shown is that some influences on the ML algo-
rithm are easier to quantify, such as the use of biased historical data in the training
stage, while others are more obscure and harder to grasp, such as the development
team composition in terms of social and cultural backgrounds. The questions to ask
that were listed in each step of the process model provide a good guide to start
moving towards a more bias-aware development process.

Using the aforementioned process model, I have analyzed the some of the most
prominent approaches to using ML in education for their potentials of bias and
discrimination, with very different conclusions. Using ML to support learning by
identifying knowledge gaps and generating a path through learning materials to
close those gaps effectively is very promising and its potentials for, and the con-
sequences of bias are limited. In contrast however, using ML in combination with
facial recognition or even to analyze students’ brain activity might have dramatic
consequences on its subjects when affected by bias, especially under the cultural
circumstances in China.

What I would like to highlight once again at this point is the fact that the effort
to prevent bias never stops as long as the ML algorithm is in use. Due to their
nature, ML algorithms will inevitably change their behavior over time and this
slow mutation must always be watched closely so that an intervention is possible
at the earliest signs of bias or discrimination. This is not only in the interest of the
ML algorithms subjects, but also the company and developers behind it. In the
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current situation in the mainstream and social media, automated decision-making
is being watched very carefully and judged very quickly. If a ML algorithm or a
ML-powered application gets a reputation for being biased, it is almost impossible
to get rid of this reputation again.

Finally, the most important question that has come up during this thesis and to
which I want to refer once again is whether any given problem should be solved
with ML. The fact that there is an official paragraph in the GDPR specifically geared
towards limiting the use of ML in areas where the effects on people are consider-
able, shows that government entities are also aware of the potentially devastating
effects of automated decision making. Whether this paragraph in the GDPR proves
sufficient to protect people from the dangers which could come through biased ML
and AI remains to be seen.
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7. Outlook and future work

As ML and AI become more and more capable, high quality data will become more
valuable than ever before, especially in use-cases which require personal data of the
subjects. With this need for more high quality personal data, issues of privacy and
data security will become more prevalent. As discussed in this thesis, the use of
personal, sensitive data can be a source of bias, even when the more explicit char-
acteristics like gender or race are removed. I believe that implicit, hidden biases in
training data sets will be one of the biggest issues in future applications of ML. It
is questionable whether it will ever be possible to detect and remove all sources of
bias without altering the data set so much that it is no longer suited to train a ML
algorithm on it.

It will therefore also become very important in the future to provide guidelines
to ML companies to combat preventable biases. The process model provided in
this thesis could be extended further to include acceptance criteria in each step and
form the foundation of an industry standard which compels companies to adapt a
bias-aware development process. A similar approach could be taken by law mak-
ers and other governing entities to enforce certain rules and regulations which ML
companies have to follow in order to be allowed to release their algorithms.

The domain of ML-supported education will undoubtedly become increasingly rel-
evant in the future as well. The long-term effects of integrating ML into the class-
room will need to be examined for how they affect students, teachers and other
stakeholders in the domain. Considering the rapid improvement of ML and AI, it
is likely that their presence and influence in the classroom will only grow as time
goes on. It might supercharge education in countries which can afford the tech-
nology, allowing first world countries to pull even further ahead of developing
and third world countries. As a first step however, the performance of students
using a ML-driven platform such as Century could be observed and compared to
students with more traditional teaching styles in a long-term study which could
clearly show the potential of the technology as well as possibly uncovering some
unexpected drawbacks.
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Appendix A Bias flowchart

Figure A.1: Bias flowchart to highlight important questions during a bias-aware development

process.
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Appendix B Interview with Felix Ohswald from goStudent

Speakers: Vincent Theus (V), Felix Ohswald (F)

{Disclaimer: Original interview in German, transcribed and simultaneously trans-
lated into English.}

V: Alright, so I have already had a look on your website goStudent and Clemens
Mader made me aware of you guys and you mediate, among other things, between5

tutors and students and how is this happening at the moment, do you do that
by hand, do the tutors get a selection of whom they can coach, or how does that
work?

F: We as the company goStudent are something like a global school. That means
we connect students from the ages of 6 to 19 years with world class teachers. And10

we connect them in a virtual classroom, which means that students and teachers
don’t see each other physically in the same room, but in a virtual class rom via
video calls like we are doing right now, specifically tailored for class. And what
we offer as a platform, we provide the infrastructure which enables long-term,
successful tuition. That means we take the load off parents so that they don’t have15

to spend time to find a suitable tutor for their child, but we do that work for them,
we take care of a frictionless payment process, we take care of the quality, we make
sure that the child is actually getting better at school, we make sure that the child
enjoys the lessons, that the child has fun with the tutor, that there is a transparent
overview over all lessons, so everything which belongs to tuition we provide and20

support. To answer the question: How much is done by hand, it’s like this: If
parents send an enquiry, for example if they go to our home page send an enquiry
there, they leave their phone number and contact info and then as a first step there
is a real phone call. That means one of our distribution team calls the parents and
conducts a so-called "diagnosis-chat". This diagnosis-chat is the first step towards25

successful tuition, because this diagnosis-chat is like a chat with a doctor. It’s about
finding the symptoms, yes, where do parents have difficulties with the child, which
subjects does the child struggle with? Has the child had a private tutor after school
before? What are the parents’ expectations for the child for the rest of the school
year? This is is... in this chat we’re figuring out what the status quo is. Where are30

we at the moment? And now it’s like this that the sales person, the distribution
person fills this data into our contact management tool and based on the data the
person entered, our system proposes tutors who can fit well. This is the first step
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which is already partially automated. Because the system gets the... the input, okay
this is a student visiting 10th grade, from Bavaria, German "Realgymnasum", has35

problems in maths and English, has an availability which is rather on Saturdays
and Sundays, prefers male tutor, female tutor... has already had a tutor in the past.
We collect this data and in this first chat... the system can say, based on this data,
okay we have two tutors at the moment in the system where we know they fit well
to this profile. And then the distribution person makes the decision and says okay,40

I’ll take tutor A because I believe they fit even better. Then it’s like this.. the student
and the tutor are brought together in a first trial unit that... the students can try out
for free and is being used to get to know each other where the tutor can have a
look... can get a better picture of the student, yes, and can better figure out where
the student is at. Also conduct a kind of assessment and based on this assessment45

can figure out, okay, where are the screws which need to be turned to bring the
child to success. After this first chat, after this acquaintance lesson, a second phone
call takes place where the distribution person sells one of our memberships to the
parents. Everything else, the further communication usually takes place between
tutor and parents on our platform, on our infrastructure which we provide. ...50

That’s how you can imagine the process.

V: Exactly.. And, uhm, when you say the system automatically suggests candi-
dates... uhm ... is that happening, from the point of view of the algorithms, are
these all deterministic things, do you already have something with machine learn-
ing or AI in use or is that still being planned?55

F: I can show you something, hang on.

V: Yes?

F: There is one part which is just... I’m gonna say classically deterministic, yes?
Uhm, ... let’s have a look at that one first. One moment. ... [Pause 20 seconds] ...
So... I’m gonna share my screen here.60

V: Mhm.

F: That should give you an overview over.. over data that is being collected.

V: Mhm.

F: Mhm. So we structure this into a diagnosis part, uhm, this means, this are
for example data "before trial session" data that are being collected in the phone65

call.
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V: Mhm.

F: There are the things after the trial lesson. There are also things being recorded
like the feedback of the tutor on the subject of motivation, uhm, level of under-
standing, proposed frequency. Then there is the purchase information this then70

when the customer has bought, what the customer actually bought. Then here
there is the category "tutor match". These are exactly the subjects, there is data
stored here like gender, over what are they studying or what kind of education
does the person have. What are interests, how many lessons has this tutor already
had with other students. Uhm... which subjects is this tutor currently teaching,75

uhm, how are for example the ... no-show rates, that means how often does the
tutor not show up or there are delays. How many of the trial lessons is the tutor
converting, for example the "trial-session conversion rate". That means we can see
if the tutor has a unit with a student, does the student buy afterwards, or not, yes?
That is for example a very essential information about this ... this first success. So80

there is a multitude of, that is classic now, no? These are just the single data points
that we measure.

V: Mhm.

F: ... And, uhm, based on these ... based on these data points, we can ... Do you
now also see the other page, or not? One moment.. Do you still see the excel?85

V: No, I see the, ... the slides.

F: Yes, alright. ... This means that we create here in the background, we create a
profile for each tutor.

V: Mhm.

F: Yes, that’s how you can imagine that. And at the same time we look at, if we then90

look at the tutor’s profile, how does at the same time improve the performance of
the child.

V: Mhm.

F: Is there ... is there a positive ... is there a positive development in the grades
the child is writing, in the frequency, in the level of understanding. That means95

we take a look here whether there is an improvement. And here it is so that from
this, from this combination if there was an improvement with previous students,
we can ... we create a score, we average a value that tells us okay, uhm, with a high
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probability this tutor matches this new student. Because with a similar profile they
have worked together successfully before.100

V: Mhm.

F: That’s the first, ... that’s the first time where you really... uhm ... where you really
have something that is just calculated algorithmically.

V: Yes.

F: This means calculating based on the ... the ... the success or failure that the105

student experiences during the lessons we can calculate, okay, based on this im-
provement, the student matches this tutor very well. This means that if a new
student comes into the system who has a similar profile ... then this tutor is suited
for this for sure.

V: Mhm.110

F: At the same time, if a tutor does not yet have a customer, that means a tutor
freshly joins the platform, then a comparison is being done with tutors that have a
similar profile and are already on the platform for a longer time.

V: Yes.

F: That means we compare, okay, here we have the tutor Sebastian. The tutor Se-115

bastian tutors already .. uhm .. I don’t know ... 5-6 hours per week, uhm, or 10-15
hours per week, has this background profile, has these students, that means our
system knows, okay, this new tutor that’s joining that has a similar profile.. these
are probably the students with an advantage.

V: Mhm.120

F: Mhm. But this is something, that if you break it down mathematically, uhm,
uhm, it’s basically something that’s not... there’s no complex science behind it.

V: Yes.

F: The complexity or the peculiarity behind it is rather that we collect all this data
and have all this data. Once you have this data mix available, you can play a125

lot with it and can look, okay, are there matches or are there no matches. There
you don’t need ... for this we don’t have enough tutor-student matches, to say,
okay, we’re gonna use a deep learning algorithm and use that there to train it our-
selves.

V: Mhm.130
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F: At the moment we have about 4000 students that are receiving tutoring with us
with about 30000 learning units that are being held per month. That is already a
large number but it’s still not enough to get something reasonable, or promising
with deep learning algorithms.

V: Mhm.135

F: That’s why the algorithms we use here to build these correlations are structured
very simply.

V: Yes.

F: The topic that we do also have, that we already tested, where we work together
with another company ... I can show you that here ... This is an, ... an, ..., an140

additional layer of information that we can get from a lesson.

V: Mhm.

F: That means, you can see here an extract, this is a screenshot from a lesson about
accounting.

V: Mhm.145

F: In the top right you can see the tutor and below you can see the student.

V: Yes.

F: The lessons with us can be recorded, like we’re recording the Zoom call right
now. And these Zoom lessons are being evaluated afterwards, where it’s about
measuring emotions. Uhm, here it’s like this, we’re working with a tool that’s150

called ... I’ll send it to you via chat ... iMotions / Affectiva. There on the page of
iMotions you can load there booklet, which shows a detailed overview what ex-
actly is being measured, what is being tracked, what algorithm is being used in the
background. Then we can, locally on our servers, we can analyze that. This means
that I can, uhm, I can analyze the recording, for different, uhm, uhm, emotion,155

uhm, measurements. That means, for example, I can determine, uhm, is the child
looking happy. Is the child looking attentive. Uhm, is the child looking distracted,
uhm, satisfaction, is the student in a ... in a ... in a ... positive expression, or a bored
expression. The same for the tutors. Uhm, because we have the hypothesis that if
a tutor and student match each other well, and they are having a good lesson, then160

you can recognize that in the emotions on their faces. That’s our hypothesis. That’s
our assertion. And, uhm, we believe in that, that means if the program shows us,
okay, there are positive emotions here that we can measure, uhm, then student and
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teacher match each other well. If we can see that the emotional mood is rather neg-
ative, then we see, ... we know okay, they don’t match each other well. And if this165

information, uhm, is created, then we can, in our contact management tool, we can
recommend a new tutor to the parent. With the feedback; We have seen that the,
uhm, the engagement on an emotional level is not working optimally with each
other. We suggest trying out the alternate tutor, to then be able to compare; Was
the feedback positive or negative.170

V: Mhm.

F: And that’s something where, in the background, there is already running, uhm,
uhm, a lot of AI, if you want, these are also only these emotional topics, it’s just
... they took a database of, of, of, a couple of million faces and defined emotional
expressions of these faces. And, uhm, the system measures, uhm 32 points in the175

face and can then make a comparison. And that is very accurate of course, be-
cause it relies on a large data sample based on which it can then make the, ..., the
calculation.

V: Mhm.

F: And this combination is of course very interesting, because you can, for the first180

time, uhm, make lessons between a student and a tutor emotionally analyzable.
That did not exist in this form prior to this.

V: Yes.

F: Because this is something that, can be concerning, or alarming at first when you
think about it, okay, we’re measuring the face of the student and the tutor, uhm,185

but in the end, it’s only about finding out, is there... is the mood positive, or is
the mood negative. It’s not about pointing fingers at the student and saying, okay,
in minute 23 you were distracted or checked your phone and for that you shall
be punished. That’s not the idea at all. It’s about whether the base mood in this,
in the learning unit is positive or not and if it would work better or worse with190

a different tutor. And at the same time, that’s what we’re currently working on,
that’s going to be super interesting once we have more data points, to see whether
there is a direct correlation between ... emotional mood and improved performance
and frequency. What we believe ... I am convinced that if the mood is more positive
between student and teacher, that the lesson is more fun and correspondingly, the195

units are being done more frequently and therefore the performance of the child
improves sustainably.
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V: Mhm.

F: And the tutor is way more content with his job, because the tutor doesn’t want
students that are not attentive during lessons either.200

V: Yes.

F: So, students and tutors always have to be coordinated optimally. And that is
something that in, in, in the educational system has never happened before. It was
always about, okay, we need, uhm, enough teachers to meet the demand, but it’s to-
tally irrelevant what kind of educational profile the teacher possesses, what exactly205

qualifies the person in the first place, uhm, to teach and does this person match the
student with, uhm, with whom I bring them together. Because in the offline world,
you could never make this measurable. That’s what we do here and that is surely
something, with the facial recognition, which is technologically, I’ll say, the most
complex ... uhm ..., but delivers a, an extremely interesting outcome.210

V: Mhm. Yes, that, that sounds very interesting. Uhm, now, I don’t recall exactly
what I told you in my Email, but my thesis is for the most part about bias und
discrimination by machine learning or AI. That means, in my thesis I first looked at
what ... at how you define bias in the first place, that was already a first challenge
because there are a lot of different views and different uses of this term. Uhm,215

and then I looked at the development of a ML algorithm, what can, I’ll say, go
wrong. Which in the end leads to an algorithm which uhm, which discriminates
against a certain subset of the target audience. So, I have a very classic example in
there from Amazon, who wanted to filter job applications with machine learning
and then, based on some characteristics make a decision who fits this and this220

position better and they then had the problem that the algorithm just rejected all
female applicants because they had trained the thing on a data set which consisted
of 80% males. They were past job applications which were successful and, uhm,
because the company hired 80% men in this department ...[audio cuts out for 5
seconds]...225

F: Uhm, yes, that, that, that is a good example, that you give, you can even make it
more extreme. You can say what if I only had male applicants in the past and have
therefore only brought men into the company, then a women doesn’t have any
chance at all. Uhm, there you have to add that of course the, the, the interpretation
of the results of these algorithms has to be done carefully and you always have to230

look closely at the data, what actually are the raw data on which this is based.
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V: Exactly.

F: Because there is ... there is ... you can ... you can basically with this algorithms,
you can go two ways. Way A, there are already raw data available that you under-
stand and you know, okay, these are for example raw data that describe moves in235

chess. Very simply put. And now now you fill the algorithm with data about chess
moves. The outcome is that you find the best possible chess move. There can’t be
any discrimination there. Because whether i now move the pawn or the knight,
they won’t feel like they are being treated unfairly. It’s about the outcome of the
game. The second option is that I, that I use these algorithms when I don’t know240

yet what I am searching for, when I’m looking at whether there might be a pattern
which I didn’t see at first. Of course that is always very ... there you often have, I
don’t know, uhm, you’re analyzing tissue samples, uhm, to find a tumor, but don’t
know how exactly that looks yet and you fill the system with these samples and
have a look at whether sometime there is an output the computer recognizes which245

you don’t know yet. But of course if it’s about topics such as job application man-
agement in companies, then, then, I think you have to watch out, uhm, what is left
at the end of the day and, and, and does it makes sense what the output is.

V: Exactly.

F: Now in the domain of education, or concretely, what we do here. Uhm, ... is that250

emotion recognition is basically something that, I think you have to take a closer
look with them, it is basically something that the raw data it is based on, that it is
basically weighted the same. That means the male emotions, or the female emo-
tions you can recognize in the facial expression, ... [audio cuts out for 5 seconds]...,
or a 50/50 data sample if you will.255

V: Mhm.

F: Uhm, ..., uhm, there you put, uhm, It would be interesting, that is a good point,
I haven’t even though about that actually, uhm, to think about, to look at the dif-
ferences if I, uhm, if I uhm compare 100 male tutor and 100 female tutors, if you
for example see some emotions with men more often or stronger then with women260

and if that in turn has an influence on the student or not. Very interesting to ...
to think about... but ... a discrimination, or I think that’s probably the question
you’re leading to, if there is something which with us ... uhm... channels this risk,
no?

V: Yes, that’s the direction I’m going in. [laughs]265
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F: Yes. [laughs]. Uhm, I have to think about that for a second ... [15 seconds pass]
... I mean, that which you have to say or what you have to look out for is ... we,
uhm, in the system we bring together the student and the tutor. And uhm, it is a
possibility that uhm, only male tutors are bringing the student quicker to success
than female tutors. Does that now mean that the system in the future with a match270

should automatically favor the man or not? Hard to answer. Uhm, in principle I
believe with such topics, that it is sensible to always look at it from the point of view
of gender neutrality. That means you don’t even give the system the information
male or female. That’s how I would think about it for our case.

V: Mhm.275

F: That you don’t even tell the system, this was the male tutor or the female tu-
tor, but that you only profile, the educational profile, the performance profile, the
matching with the student, that you, uhm, that you feed that into the system and
leave out the gender. Because if you would, with job application management,
simply remove the information, the data point male or female, then the outcome280

would probably be a different one.

V: I’m glad you say that. Because uhm, [laughs] they obviously also noticed that
with the algorithm.

F: Mhm.

V: And then they actually removed the gender from the equation... with the ap-285

plication so that it isn’t considered in the rating of the application. Uhm, they
retrained the thing from scratch.

F: And what was the outcome? [smiles]

V: It still rejected all women. Because: In job applications there are apparently
certain terms, how people describe themselves, that correlate strongly with men290

or women. That means, the male applicants described themselves with adjec-
tives which better matched the ones used by applicants which were hired and the
women used different adjectives and terms to describe themselves. And based on
that they were still filtered out.

F: Mhm. I mean, you have to add that the outcome is not really surprising, if you295

look at the fact that in the past, probably companies always were male dominated.
That means probably, if you look at the data then you can see in management
90%, I can see that in the speed of promotions, men were faster than women, and
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probably, based on this bad data, probably the application management is biased
this way.300

V: Yes, that’s also one of the main quintessences of my thesis that, if you, if you
want to train a machine learning algorithm and you train it with fundamentally
biased data, that doesn’t match the target audience at all, then it can only go
wrong.

F: Yes. Makes sense, totally comprehensible. Okay ... I do believe that there are305

examples in education that can also be extremely biased. To give you a simple
example, uhm, if you look ad kindergarden educators, that you find in kindergar-
den. I don’t know the exact numbers but, uhm, from what I’ve seen it’s that, only
looking at Europe, in Europe in most cases, the kindergarden educators are female.
But, which also correlates with the fact that we always, also in the past have said310

that the upbringing and education of children in the early stages between the ages
of, let’s say uhm, 2 and 5, that has to be done by a woman. Uhm, and you only
get face to face with the male teacher in higher grades for the first time. Even in
primary schools you tend to find more women than men. If you now probably use
such an algorithm to find out what makes an ideal kindergarden educator, that this315

system is probably gonna filter al male educators even if you exclude the gender
solely based on description and other attributes. Even though, even though, often
a male kindergarden educator can even be much better than a female kindergarden
educator in some cases.

V: Yes.320

F: I am sure that something, if you have historically viewed, uhm, yes, basically
had this biased view, that if you use this data that it will lead to bad results.

V: Mhm.

F: So that would be an example where I say, I can imagine it could lead to weird
results in education.325

V: Yes if you actually ... if someone actually has the idea to do something like
that.

[both laugh]

F: With us, it’s actually like this, it’s like this because we, because we haven’t existed
for long, the company has existed for 4 years, but the business model in it’s current330

form has only existed since 1.5 years, that we, from the start, ... went into the
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process very unbiased. With recruitment of tutors, as well as ... uhm, we don’t
discern between male and female... we do discern, we do have that information,
this data point, but it doesn’t enter into the decision whether they are accepted as
a tutor or not.335

V: Mhm.

F: Because a female tutor can give virtual lessons as well as a male tutor can. And
we do have at the moment on the platform a very balanced level of tutors, in terms
of male and female. What would be interesting to see, that I can’t tell you ad hoc,
that I have to, have to, have to observe more closely, are the differences, the differ-340

ences in the performance development of the students that are being tutored.

V: Mhm.

F: So is there a measurable difference between genders.

V: Mhm.

F: Uhm, but a question to you:345

V: Yes?

F: Is it ... at what point, at what point is this ... bias present, so at what point...
I mean the example you gave with Amazon that makes sense to me. There, the
population says: Makes total sense, women should work, therefore the result is
wrong and there, there is a mistake in there somewhere. But I’m sure there are350

examples that are more complex where maybe this decision is not immediately ...
or is it always based on gender, is that the classic use-case of bias in that area?

V: So, I am also asking this question in my thesis, so... There are, like you say these
unequivocal cases, but because this bias, depending on the topic and person can be
interpreted differently ... this bias is not the same in all contexts and not everybody355

says that the same things are right or wrong, uhm, that often you can’t ... uhm ...
you can’t say what the right decision should be in a specific case, uhm, so if we take
this example once again, I also ask these questions afterwards in my thesis... if you
were to actually use the tool and it were at a point where for a position it rates a man
and a woman the same, so they are, in the eyes of the system, equally qualified,360

uhm... who should be suggested then? Do you say: Well there are already 80%
men in this company, therefore we suggest the woman, solely based on reasons of
gender equality, or we want a better female quota... and then you can again make
the argument, well now the man is being discriminated... he’s not chosen because

Page 63 University of Zurich, Faculty of Business, Economics and Informatics – Department of Informatics, March 24, 2020



B. Interview with Felix Ohswald from goStudent Bias and Discrimination in Machine Learning

he’s a man or because the other person is a woman, or do you say we leave the365

decision to someone else.. a person? Uhm..

F: Yes, okay, that would be my answer to that, yes. So I myself, we in the company
we are just above 40 people, we’re currently hiring many new people, so until
end of year, our team will be tripled, we’re interestingly enough in the company
in a phase where we often ask the question do we take candidate A or candidate370

B?

V: Mhm.

F: Uhm ... also the reality is often a bit different, in reality you often don’t have to
equally qualified candidates in front of you, uhm, but, but, what you do have often
at the en of the day is that in some way you have decide based on a gut feeling.375

There is, if you do have that situation, that you have a male and female candidate
for the same job, and they have a similar profile, similar strengths, similar weak-
nesses, then me personally, I decide based on a gut feeling with which of the two
people I feel like we’re on the same wavelength. Maybe there’s just more common
ground with that person. And that is something I look at, on principle, by nature,380

gender neutral. Others maybe don’t do that, other managers possibly don’t. But,
but, but there I would actually act based on gut feeling, because sometimes you
have to make decisions based on a gut feeling because you don’t have the time to
over-analyze.

V: Mhm, yes, exactly. So I then just went in the direction... I thought in the direction385

that if you do that in a company which previously hired 80% men, and you have
an algorithm which says: Here, these two are equally qualified and then you give
that to the person to decide, who hired 80% men previously, what was the point
of having a machine learning algorithm that is free of bias towards a gender if
you then give it back to the person who only hired men in the first place. If I can390

exaggerate a bit.

F: Yes. Hmm. Yes.

V: And then I get a bit to the point where there are problems which are not easily
solvable. There is no clear answer, what is the right thing to do. And to then make
decisions with machine learning in these situations, ... for most people this is a395

black box, there’s just some output and it’s then very difficult for people who have
nothing to do with it, maybe even people who do have something to do with that,
to accept that.
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F: Yes well, I ... I think generally the recruitment process is, in terms of this data
analysis, it is a touchy subject. Also, a colleague of mine owns a company which,400

uhm, do that, they offer to analyze CVs for companies and based on the CVs they
make recommendations whether person A is better suited than person B. And basi-
cally, broken down, this algorithm reacts to, or with what it was trained, this, this,
this algorithm, only with certain keywords. This means that if you have certain
keywords, that means if you have a certain degree from a university, that means405

that you have a certain skill set, that means that you write certain hobbies into
your CV, that they are better qualified than people who don’t put these keywords
in there. Uhm ... I see that basically only ever as a kind of additional tool. That can
help the person or the recruiter or support them, maybe draw attention to things
that the recruiter or human wouldn’t have noticed but it can’t replace them in this410

case.

V: Yes, exactly, I also think that.

F: Hmm... It’s also, like I said, at the end of the day, also an emotional topic, like
you say, if you reject a person based on the result from the black box, it’s just not
comprehensible and harder to process for the person. And you also won’t be so415

stupid, as the company who uses the algorithm to say okay, look these are the main
ten keywords, write those into your CV, because then the whole thing becomes
obsolete again.

V: Mhm, yes.

F: A game of chess is simpler in this, there are no emotions.420

V: Yes exactly. [both laugh]. It obviously gets complicated as soon as people are
involved, or rather as soon as the decisions of this black box have a strong influence
on the lives of a person. And here it get’s difficult very quickly.

F: You also have, in principle, these uhm, trained algorithms are there to make
binary decisions, yes?. Either you do A, or you, you do B. You take, take, take, one425

of two ways.

V: Mhm.

F: Uhm ... but it’s interesting ... uhm.. so what is the ... the conclusion of your
thesis or the conclusion of the results you take from such examples?

V: Uhm... so a large part of the thesis is about how such a bias enters into such430

an algorithm and what consequences that can have on people. And ... on a high
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level it works out that in cases where effectively the consequences for a person are
considerable, that of course already depends again on whom you ask, what a con-
siderable consequence even is, that in today’s surroundings and today’s culture, I
don’t know if that will change in the future, that it is difficult to justify such a ma-435

chine learning algorithm exactly because people don’t see inside and they only see
a piece of technology which discriminates against them and that is then perceived
as extremely unfair.

F: But where would you say, where would you say does discrimination start? I
want to give you a different example. Uhm, let’s say that your company has a440

policy that you only want people who have finished there studies with an average
of 5.5.

V: Mhm.

F: And there are companies, also in Switzerland, which actually do this. They
just say okay, you apply, you upload your final evidence of achievement and then445

you see that 80% of those who are above 5.5 are men. Without complicated algo-
rithms, simply: Do they have the threshold or not? Is it then already discrimination
that you say okay, I now have a pool remaining, where 80% are men and 20% are
women. This obviously means that I will hire 80% men and 20% women statisti-
cally speaking. Is that then discrimination? Do you then say ... you’re not allowed450

to evaluate based on who is above 5.5, you have to do that differently? What do
you think about that?

V: So the question whether you are or aren’t allowed is very difficult to answer in
general. And, I’m sure that if you ask 100 people you’re gonna get I don’t know
how many different answers to that question.. uhm... There .. there... I can’t give455

you a good answer to this question and that’s something that is becoming more and
more clear in this thesis I am writing. That there are many problems, where there
isn’t a clear answer. That makes it even more difficult to deploy such an algorithm
that makes such decisions. Because no matter what it outputs, you will always find
someone who says that’s not okay at all, that is discrimination because of this, this460

and this. And... that’s why I think that there are certain problems which you should
not try to solve with such algorithms. Simply because they are too controversial
and we are today still in the mindset that decisions made by machines are still
harder to accept than if there is a person behind it. But ...

F: So if you... if you... I believe especially when you, when you’re not 100% con-465

vinced that the machine’s decision has turned out to be better. Because if you know
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for example, when analyzing an X-Ray image, uhm, the machine tells me that I
don’t have a tumor then I trust the machine if I know that this has turned out to be
true in many cases in the past.

V: Mhm.470

F: If I know beforehand, okay the machine is only a lottery, whether it has found
something or not, then I would rather go to a doctor and have this personal opin-
ion but... even when the machine is statistically better as the doctor because the
machine has saved and seen more of these images than a human can ever look at
and remember.475

V: Yes.

F: But of course, ... especially with the recruitment of people it’s very difficult.

V: Yeah, and I think that... if a machine makes a mistake, if I carry on with your
example of identifying a tumor, I think if, if the machine says: No, no tumor and
there actually is one, then it is, or so I think, it is received much worse...480

F: Yeah sure, but you can’t point a finger at someone.

V: Yes.

F: If the doctor makes a mistake, which statistically probably happens way more
often, that the doctor makes the mistake. You can always say well they made the
mistake. Or they diagnosed it wrong. Whereas... and you put them on the pillory..485

but if it’s the machine.. you can’t put the developer behind it on the pillory.

V: Yes, yes exactly.

F: Mmh, I also believe that this mindset is something people haven’t gotten used
to yet. Or that it’s something that probably only the next generation will be used
to.490

V: Yes, yes exactly.

F: Okay, but that is, that is interesting, I understand. So these are the questions
you’re working on.

V: Mhm. Yes and for many questions in this are, there are no universally valid
answers that are always right for everybody.495
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F: Obviously, yes. Uhm ... it’s always a matter of whom you ask. I mean if, for
example you ask in India where women’s rights are being spurned the answer is
obvious. [laughs]

V: Yes [laughs]

F: Why on earth hire a woman? [laughs]500

V: Yes exactly. I am also looking at the use of machine learning in education more
closely even though there isn’t too much there yet. I have found two big things.
One is a company, I don’t know if you have heard that name before, Century. It’s
a startup from the UK. They are building a platform where the students can solve
tasks on and based on the data the platform gathers, how the students solve these505

tasks, uhm, the machine learning algorithm finds gaps in knowledge and, and
problems in understanding and then proposes certain exercises thereby support-
ing learning. And the second big direction is being used mostly in China. They
started mounting cameras everywhere in their classrooms that do facial recogni-
tion and then evaluate whether the student is paying attention or not. And then510

based on that a report is generated ...

F: Although here, I have to add, I just was in China in December and had a look
at some of the things there live. It is about ... it is often reported a bit one-sided in
the western world. For the Chinese person or for the, for the, for the, society there,
the teacher plays a very important role. Uhm, the teacher is at the center, they are515

the central authority that is responsible that the children, at the end of the day, per-
form well. And the facial recognition that is being used in many classrooms also
has the purpose, often to find out whether the students pay attention better with
this teacher or don’t they? So less like: I am going to punish the student, uhm,
Maxi Huber, now with extra homework because he didn’t pay attention in class,520

but rather the other way around, I am punishing the teacher because 40% of his
class obviously didn’t pay attention. And that is often here from this ... of course
we feel, we are all strong individuals in the western world, we feel personally at-
tacked when somebody is filming us, for example. Whereas in China this collective
thinking is much stronger, uhm, and it then means as much as: If a couple of stu-525

dents in this collective don’t pay attention, apparently the lesson is not good, the
lesson doesn’t work well. And less that the louts, the evildoers, are those that never
pay attention. That was also... I found that very interesting when I was there. But
it is of course repulsive at first. That was also with us, the emotion recognition, that

Page 68 University of Zurich, Faculty of Business, Economics and Informatics – Department of Informatics, March 24, 2020



B. Interview with Felix Ohswald from goStudent Bias and Discrimination in Machine Learning

is basically exactly the same, always less with the thought: I am going to punish530

one or the other and more: Does it work together?

V: Mhm.

F: Positive facial expressions, or negative ones. And based on that make the con-
clusion, it works well or it works not so well.

V: Mhm... So how is it.. do you actually already use that?535

F: Yes, exactly.

V: Uhm, how is the reaction to, let’s say the worst case scenario for one of your
tutors. They are having lessons with a student and your facial recognition notices:
Ahh, something doesn’t fit well, and uhm, the tutor then looses the student based
on the assessment of this algorithm that something’s not working there?540

F: Yes, as I have said, it is part of the equation, measuring the emotion is not the,
the, the only criterion if we say: Okay, you can’t tutor them anymore. We also
look at, okay, was there a performance increase with the student, how regularly
are sessions happening, is there maybe an additional feedback we got that was
negative. So there must be many things at the same time that it actually comes to545

a separation, but, what we have seen in first tests is, that the expressiveness of the
emotional analysis is pretty good. So if we see that, uhm, that there is little euphoria
in the virtual classroom, if you like, uhm, and we then make a different assignment,
a different match with a student and this then works better, with better results and
higher frequency, uhm, and that there is more revenue being generated.550

V: Mhm.

F: So that is already very interesting to see that there is apparently a, a, a, a correla-
tion.

V: Mhm.

F: But as I’ve said, it can’t be one-sided. Only based on this decision we do that.555

And because of that... the nice thing with us is that the entire lesson is mapped with
us, the students, the tutors, the parents always do everything via our platform, via
our ecosystem, on our infrastructure. That means we’re really collecting all data
points. From first contact to the student finishing school, or stopping lessons before
that or they don’t show up, etc.560

V: Mhm.
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F: So... you can really imagine it like this: You have this school building, it’s not
there physically but it is a virtual building, that consists of the tutors, the class-
rooms, the students, the organization.. uhm... and uhm, that’s what we’re measur-
ing and building here.565

V: Mhm.

F: Uhm, That’s something that ... I believe that the facial recognition, the emotion
recognition topic is less controversial than creating personalized exercises. Uhm,
i can recommend you there, or I can give you the contact of Sana labs in Scandi-
navian countries, they are also quite good, they consult, for example, publishers,570

text-book makers... they consult them to offer the text books more personalized.
That goes exactly in that direction. The students are getting the text books dig-
itally, yes, and can uhm solve the exercises there and based on the solutions the
students give, other exercises are recommended. That goes in the same direction
as Century that you mentioned.575

V: Yes.

F: There you have, I would presume, from the biasedness ... I can’t think of an
example where you could see such a bias, right? Do you have something, for ex-
ample with Century, is there something that you say is critical or you have to look
at more closely.580

V: So, from what I have analyzed and examined, I came to a similar conclusion
as you just did. I see the potential damage through bias as not that high, this has
various reasons. The exercises are, so it’s not like the machine learning algorithm
creates the exercises on its own, the exercises that the students solve are created by
their teachers and packaged in little micro-lessons. The only thing the algorithm585

does is change the order how the students step through the material. And ... the
only thing you can think about in this case, this goes a bit towards pedagogics
with different learning types, so how children and students learn the best. There
are different kinds of types, there are those that have to interact physically with
the material to learn most effectively, those that need to hear something, those that590

need to read something and on such a digital platform you can’t provide something
where the children can physically interact with. That means ... but that’s not a
problem of machine learning, but of of digital teaching aids that you can’t serve all
these different learning types.

F: Mhm.595
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V: But since Century isn’t meant for completely replacing traditional class, but only
as additionally a couple hours per week, uhm, possible disadvantages of people
with a learning type which isn’t well supported by the platform can be egalized by
working in the classroom with the teacher, with physical objects. So, bias especially,
where you have to say if certain students use this platform then they will have a600

disadvantage for life or, a little exaggerated ... I don’t see that either.

F: Mhm. Yes, makes sense.

V: It’s just a less big advantage.

F: Yes, yes, sure.

V: Yes.605

F: No, I understand. Interesting. There is, there is... for example with text books, I
also saw that, a Chinese company, they actually offer text books, it’s a physical text
book, you solve tasks, for example you have multiple choice tasks in that book and
you have a pen which is delivered alongside the text book. If you, for example,
circle answer d, this is then directly synced to a screen, so the application knows610

that you circled answer d and let’s say d is wrong. Then the computer tells you
okay, the next task you’re going to do in your book, please on the next but one
page.

V: Yes.

F: It tries to alleviate that a little bit that you can get the people who need the615

physical text book and can still work with pen and paper, but the order how they
work in the book is determined by the computer. Was quite cool and interesting to
see that live. Yeah so, there is quite a lot going on.

V: Yes, I am interested to see how that develops in the future.

F: Yes.620

V: Century now has, last year or the year before that, signed a contract with Belgian
officials. And they are now rolling out their system in all public schools in a region
in Belgium, to really test that. Until now they only used it in private schools in
the UK and Dubai and so on. That’s going to be interesting to see how that thing
works once a larger number of students have access to that.625

F: Mhm. That’s true. That’s really interesting. Like I said, let’s keep talking, I can
also as soon as we have more data ... I find these correlations in the data very inter-

Page 71 University of Zurich, Faculty of Business, Economics and Informatics – Department of Informatics, March 24, 2020



B. Interview with Felix Ohswald from goStudent Bias and Discrimination in Machine Learning

esting , like what is being measured during class and what is the outcome outside,
outside our virtual classroom... that’s very interesting for me and the company to
observe and see. You notice, we’re still at a very early stage... we’re collecting loads630

of data, there are many treasures hidden there but to then interpret, to leverage, to
use that is a big challenge.

F: Is there anything else you would like to talk about?

V: I’m just having a look at my questionnaire ... but I think we have talked about
pretty much all the points I wanted to talk about... that’s not bad. ... Mmh yes,635

maybe something that is a difficult topic that is hard to measure, but uhm... what
is generally becoming more important in business and in general is a team that
consists of many different people with different cultural, personal and professional
backgrounds ... that they can maybe more effectively, that they can better analyze
a problem from different perspectives and can uncover problems that a more ho-640

mogenous team wouldn’t have found. And that because of that you could think
about who is working on such a machine learning algorithm .. uhm .. if I use the
example of Century again, they have software engineers, teachers, neuroscientists,
learning experts on their team ... so that you can minimize the risk of missing some
important aspect.645

F: Mhm... So me personally, I am am more ... I see that more relaxed... I believe
that one of the biggest mistakes that has been done in education in the past 100
years is that ... is that we always want to do everything right. I believe that exactly
this has led to the fact that we in education have not innovated as much in the last
100 years as would have been possible. Everybody surely does... also if you talk650

with your family and friends.. you even poke fun at it and say: Yes, the classroom
of my grandparents, 50-60 years ago, has looked exactly the same as today’s class-
room. Frontal lessons with the teacher up front who educates the children is still
the same. The text books have maybe changed a bit so that they are now gendered
and male and female are visible in text books, that there are now maybe ... uhm ...655

uhm ... more modern terms being used than before... because we are always scared
of what terrible things would happen if you make a mistake just once, yes? That’s
the motto... if I make a mistake in education, then ... then I only breed idiots who
are socially inadequate and I can’t take that risk. But I am still very convinced that
you have to try things, that maybe nobody before you has ever dared to try, where660

you maybe don’t have to listen to the self-proclaimed education-experts, yes? But
you just say okay, I’m gonna do it like I think it could work and we’ll see what hap-
pens. Uhm ... that’s just ... that’s just, I’m gonna say ... that’s a basic philosophy
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that I have personally. Uhm ... because education is something that is highly emo-
tional because everyone has had something to do with an educational institution665

in their lives at some point, yes? Every human was once in kindergarten, primary
school, occupational school, grade school, whatever, everybody has experienced
some kind of education. Uhm ... and thus everybody has an opinion on it. Every-
one can voice their opinion. Uhm... therefore it’s very difficult to realize things in
that domain because you’re always gonna have a group of people who will say:670

No that doesn’t work at all for them, that’s out of the question uhm ... I myself am
a big fan of the approach, especially in education to say: Let’s do things the way
nobody before us has ever done them. Or look at it from a point of view ... that is
totally different. Let’s see what happens. Uhm ... I don’t know if that is where you
were going with this question.. or the topic you wanted to discuss... but because675

you said... that makes sense to me. Century can advertise with that and Century
can sell to the Belgian officials ... it’s important to be able to say we have the neu-
roscientist, we have the education expert, we can provide the seal of approval ...
that the kids actually learn something with this. Uhm ... from the point of view of
sales, this obviously makes total sense ... Only it can theoretically be possible that680

a different algorithm, where the educational expert first says: Hmm, that will more
likely make the students more stupid ... that could lead to the opposite. ... This
is just something that me personally, I believe you often have to, for example ...
uhm ... in education, we occupy ourselves a lot with the training of tutors. Because
the heart of our platform are our tutors. We only accept... in the tutor application685

process, we only accept about 10% of candidates. That means 90% don’t make it
through our entrance examination. And we have to be this strict because we want
to provide the best possible service for our clients. At the same time we see that, if
you take a public educational system as a comparison, that they don’t do a quality
examination when hiring teachers. The only thing you need are completed stud-690

ies, that you have the diploma for teaching, that gives you the right to teach at a
school. What we see in our data is that our best tutor is for example the electrical
engineering student, or the mechanical engineering student who tutors in Maths
and Physics. It’s not necessarily the person who studied Maths with a teaching
degree.695

V: Mhm.

F: That’s what we can see in our data. That’s where the students are the happiest,
that’s where there is the fastest improvement, that’s where we have the highest
engagement, the highest frequency, the parents are super happy, the teachers are
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super happy... Uhm ... Why? That’s where you would have to say as a next step: A700

country doesn’t only take teachers who have studied Maths with a teaching degree,
but you can also teach Maths if you just studied Maths or electrical engineering,
or mechanical engineering.. but if you want to teach you have to go through an
entrance examination. Finland are doing it this way, for example. And Finland has
the lowest expenses which are a burden on families in education in the entirety of705

Europe. So... the, the, the, these are interesting points to start from, to say how the
status quo is, if we continue like this.. it’s obviously not the right way to go, if we
do it differently, it works better. Like I said, education is always a super difficult
topic because it is so highly emotional. Uhm .. yes.

V: Super. Let’s see where we’re heading there. [laughs]710

F: Absolutely, absolutely.
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